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Abstract 

Objective:  Named entity recognition (NER) is a key and fundamental part of many medical and clinical tasks, includ-
ing the establishment of a medical knowledge graph, decision-making support, and question answering systems. 
When extracting entities from electronic health records (EHRs), NER models mostly apply long short-term memory 
(LSTM) and have surprising performance in clinical NER. However, increasing the depth of the network is often 
required by these LSTM-based models to capture long-distance dependencies. Therefore, these LSTM-based mod-
els that have achieved high accuracy generally require long training times and extensive training data, which has 
obstructed the adoption of LSTM-based models in clinical scenarios with limited training time.

Method:  Inspired by Transformer, we combine Transformer with Soft Term Position Lattice to form soft lattice struc-
ture Transformer, which models long-distance dependencies similarly to LSTM. Our model consists of four compo-
nents: the WordPiece module, the BERT module, the soft lattice structure Transformer module, and the CRF module.

Result:  Our experiments demonstrated that this approach increased the F1 by 1–5% in the CCKS NER task compared 
to other models based on LSTM with CRF and consumed less training time. Additional evaluations showed that lattice 
structure transformer shows good performance for recognizing long medical terms, abbreviations, and numbers. The 
proposed model achieve 91.6% f-measure in recognizing long medical terms and 90.36% f-measure in abbreviations, 
and numbers.

Conclusions:  By using soft lattice structure Transformer, the method proposed in this paper captured Chinese words 
to lattice information, making our model suitable for Chinese clinical medical records. Transformers with Mutilayer soft 
lattice Chinese word construction can capture potential interactions between Chinese characters and words.

Keywords:  Clinical named entity recognition, Clinical text mining, Fine-tuning BERT, Medical information processing, 
Transformer, Word-character lattice
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Introduction
The aim of named entity recognition is to extract entities 
with actual meaning from massive unstructured text [1]. 
In the clinical and medical domain, clinical named entity 

recognition (CNER) recognizes and classifies medical 
terms in unstructured medical text records, including 
symptoms, examinations, diseases, drugs, treatments, 
operations, and body parts. As a combination of struc-
tured and unstructured texts, the rapidly growing bio-
medical literature contains a significant amount of useful 
biomedical information. Moreover, NER is a key and 
fundamental part of many natural language processing 
(NLP) tasks, including the establishment of a knowledge 
graph, question answering system, and machine transla-
tion. Therefore, CNER can extract meaningful medical 
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knowledge to support medical research and treatment 
decision-making.

Recently, there has been renewed interest in various 
medical and biomedical tasks, such as protein–pro-
tein interaction (PPI) extraction [2], drug-drug inter-
action (DDI) extraction [3], and chemical-protein 
interaction (CPI) extraction [4, 5]. The objection of these 
tasks is to recognize entities and extract possible mean-
ingful relations between them. For example, extracting 
pivotal knowledge about previously prescribed treat-
ments or drugs and obtaining the relationship between 
them and diseases can be helpful to support decision-
making [6]. Most of these tasks require two steps. First, 
medical entities mentioned in a given text are recog-
nized by named entity recognition (NER) technologies. 
Next, the relation of each entity pair is categorized into 
the group required by tasks [7]. For medical information 
mining from unstructured text data in clinical records, 
NER is a crucial step, and the NER results may affect the 
performance of these tasks.

For the application of medical name recognition, ini-
tially, the approaches of establishing well-designed key-
word search, rule-based systems [8], and feature sets [9] 
can usually achieve good performance. Nevertheless, the 
construction of the list of keywords and rules requires 
much manual work. Supervised machine learning [10] 
models have become a way to solve this problem and 
perform better than unsupervised approaches. However, 
their performance depends highly on the quality of anno-
tated data.

As deep learning advances, deep learning for NER 
based on word embedding has gradually become popu-
lar. Long short-term memory (LSTM) with a conditional 
random field (CRF) [11, 12] is a typical deep learning 
model for NER that can learn similar representations 
for semantically or functionally similar words and can 
effectively extract features of text data. Although these 
deep learning models can significantly reduce resource 
consumption and manual labeling costs, they have a 
drawback: the embedding of the same word in varying 
semantic contexts is identical.

Recently, natural language processing (NLP) has 
entered the era of pretrained models. Transformer [13], 
embedding from language models (ELom) [14], and bidi-
rectional encoder representations from transformers 
(BERT) [15] in many NLP tasks have achieved current 
state-of-the-art results. The above most recent represen-
tation-learning models can learn structural information 
of language and generate more effective word representa-
tions from large-scale unannotated data in model train-
ing than those trained only from limited annotated data. 
Then, these pretrained models are applied to CNER tasks 
by fine-tuned strategies.

For example, BioBERT [16] is a typical pretrained 
BERT. In pretraining, PubMed and PubMed Central 
(PMC) publications were used to train the vanilla BERT. 
Although BioBERThas a similar architecture to BERT, it 
contains rich linguistic information about the pretrained 
biomedical corpus. Thus, BioBERT achieved state-of-the-
art results on three biomedical text tasks, including bio-
medical NER [17]. However, this work cannot encompass 
the entire language biomedical and clinical entity nor-
malization tasks, especially in languages such as Chinese, 
without spaces between characters.

While the BERT model can generate a BERT embed-
ding of English and overcome the limitations of tradi-
tional embedding that cannot capture the ambiguity, 
the pretraining of BERT corrupts the input and magni-
fies the sparsity of the data, and the BERT embedding 
obtained from training corpora with scarcity is likely to 
accomplish the tasks well. We review some representa-
tive related approaches and previous studies. In the early 
stages of medical named entity recognition development, 
the common NER approach was mostly manually crafted 
expert rules, dictionaries, and heuristics to identify enti-
ties of interest. These rule-based approaches are still 
applied today, but they have a drawback: many rules are 
required to maintain optimal performance, cannot auto-
matically learn text based on text federation, is vulnera-
ble to data limitations and therefore lacks portability and 
robustness. Hence, the hidden Markov model (HMM) 
[18], maximum entropy Markov model (MEMM) [19], 
and conditional random field (CRF) have become classic 
CNER methods that can solve sequence labeling prob-
lems. However, NER based on traditional machine learn-
ing highly relies on feature selection, and suffers from a 
lack of generalizability. Moreover, their computation was 
expensive and had data sparsity issues [20].

In recent years, with the increase in computing power, 
NER based on deep neural networks has been able to 
solve these problems and is receiving more attention. 
In particular, the bidirectional LSTM with a CRF layer 
(BiLSTM-CRF) has less artificial conduction than rule-
based methods and is powerful in capturing the poten-
tial relationship between the token and the cue. Wang 
et  al. [21] proposed a BiLSTM-CRF BioNER combined 
multitask learning framework to solve NER. Chen et al. 
[22] proposed CollaboNet to reduce false positives via 
multiple LSTM with CRF. Wunnava et al. [23] employed 
a BiLSTM-CRF to recognize and exact adverse drug 
events (ADEs) and had excellent extraction accuracy. 
Zhang et  al. [24] proposed Lattice-LSTM by improv-
ing the internal structure of LSTM, and Lattice-LSTM 
directly connected the embedding of the Chinese charac-
ter and Chinese word according to the correspondence to 
improve CNER.
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These methods based on BiLSTM-CRF focus on fea-
ture extraction between words, but they do not have 
general-purpose priors and need to be trained from the 
beginning for specific tasks. With the Google BERT pre-
training model proposed, this problem was overcome. 
Several CNER studies [25] used the outputs of the BERT 
model as word embedding and then input these BERT 
embeddings into the traditional BiLSTM-CRF model. 
The advantage of this approach is that it handles lexical 
ambiguity in combination with context.

Current researchers mainly focused on BERT pre-
trained on a large clinical unlabeled corpus, which 
achieved the optimal performance on extracting the 
named entities and relations of these entity pairs from 
the encounter notes, operation records, pathology notes, 
radiology notes, and discharge summaries of patience 
[26]. Li et al. [27] took a BERT-based model that is easily 
fine-tuned to normalize the types of entities and clinical 
terms and outperformed them on the MADE 1.0 corpus 
compared with other models.

The studies mentioned above all use RNN and LSTM 
as the core to obtain contextual information to complete 
the NER task. However, LSTM, as a sequence model, 
cannot be computed in parallel, resulting in a long train-
ing time. Therefore, it is the focus of this study to propose 
a method that can be computed in parallel and still has 
the function of LSTM to capture contextual information 
effectively. Therefore researchers started to focus on the 
use of CNN in CNER, proposing RD-CNN-CRF [28], 
ID-CNN [29]. However, CNN need to incorporate more 
convolutional layers in order to obtain contextual infor-
mation, leading to many hyperparameters of the network 
and still requiring longer computation time.

However, most NER methods often take a long time 
for training and are unable to perform parallel comput-
ing. Motivated by the recent success of transformer and 
BERT approaches in dealing with various NLP tasks, we 
utilized the following methods in this paper:

1.	 We introduced a novel model based on pretrained 
BERT from the Chinese clinical corpus for NER, 
which enables us to model information about char-
acters and words. Our experimental results show that 
this method has high accuracy on the NER task.

2.	 We introduce a selection scheme of word separation 
result, Soft Term Position Lattice, which can com-
bine lexical information and lexical importance to 
select lexical location information that is important 
for the model to locate the entity span.

3.	 We presented soft lattice structure transformer layers 
to build a simple and efficient module that can select 
more correct words and capture the contextual infor-
mation during NER training.

Materials and methods
Datasets
To prove the superiority of our methodology compared 
to traditional models, we trained and evaluated our 
method and related baseline model on the 2019 CCKS 
dataset. As shown in Table 1 there were 6 categories of 
clinical entities to be identified, including disease, image 
review, test, treatment, drug, and anatomy in the CCKS-
CNER 2019 dataset. We take the first 90% of CCKS2019 
data for the training dataset, and the remains are used as 
the test dataset.

The entities in Chinese text are represented by “BIO”, 
where “B”, “I”, and “O” mean the beginning of an entity, 
Chinese characters that are inside of a Chinese entity, 
and other unrelated characters, respectively.

Method
We proposed a lattice structure transformer named the 
entity recognition model that can capture the location of 
entities accurately by combining sequences of characters 
with a pretrained model. The architecture of our model is 
shown in Fig. 1, which consists of four parts: the Word-
Piece module, the BERT module, the lattice structure 
Transformer module and the CRF module. An overview 
of these methods is shown in Fig. 1.

First, the WordPiece module is utilized to process the 
input text data to obtain the common medical terms and 
the common sequences of Chinese characters. Based on 
this work, we establish a medical clinic dictionary and 
provide the lattice structure transformer layer with posi-
tion information of texts. Next, the BERT module was 
applied to convert text into embedding and captured the 
deep knowledge of the text, including part-of-speech, 
implicit language rules and major sentence features.

Then, we applied the lattice structure Transformer 
module to achieve the function of LSTM use based on 
the character-word lattice structure from the Word-
Piece module. LSTM uses gating mechanisms to allevi-
ate the gradient problem. The gating mechanism makes 
the LSTM have more training parameters, resulting in 

Table 1  Proportion of entities in training date

Label Count

Disease 2116

Image review 222

Test 318

Treatment 765

Drug 456

Anatomy 1486

Total 5363
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the LSTM requiring an extensive training time. To avoid 
this problem, we design the soft lattice structure Trans-
former for learning contextual dependencies and location 
information.

Finally, the CRF layer was used to legally decode the 
output of the previous module and learn the constraints 
of labels. The final output of CRF is the sequence tagging. 
The specific functions and underlying principles of each 
module are described in the following sections.

WordPiece
There is some difficulty in NLP tasks for Chinese clinical 
text. Chinese terminologies, English terminologies, Eng-
lish abbreviations and numeric symbols [26] may appear 
in Chinese clinical text. Clinical Chinese texts mixed 
with multiple expressions have many long-tail concepts 
and terminologies, which have complex structure and 
the variety of phrase combinations. These terminologies 
have a long sequence of Chinese characters and different 
sequences that have the same meaning.

Although the smallest unit of Chinese is the word and 
Chinese sentences cannot be split into letters such as 
English, the extensive length of terms in the field of clini-
cal medicine makes WordPiece applicable to the field 
of clinical medicine. These different Chinese sequences 
pointing to the same thing often have the same sub-
sequences, similar to the characteristics of English. These 
different granularities of subwords all contain features 
that are close to the original content of the text and can 
enhance entity boundary information. This is similar to 
the English language, so we use WordPiece to obtain the 
subwords and then build a dictionary containing the sub-
words. This dictionary records the number of subwords 
and the category of the term.

WordPiece has stronger guarantees that each subword 
unit has been seen in the training text. It enables the 
model to try learning the representation of a word out of 

vocabulary. The primary implementation of WordPiece 
is the BPE (byte-pair encoding) algorithm. WordPiece 
essentially is a data-driven approach. It selects adja-
cent subwords that maximize the probability of the lan-
guage model being added to the word list and merges the 
selected adjacent subwords into new subwords, given an 
evolving vocabulary.

The WordPiece algorithm was first required to confirm 
the training corpus, and we used D to represent the num-
ber of desired tokens. The goal of optimization is to select 
D WordPieces to minimize the number of WordPieces 
in the resulting vocabulary when obtaining subwords 
according to the chosen WordPiece model. WordPiece 
can achieve the flexibility of Chinese characters in medi-
cal recorders. Therefore, we utilized WordPiece to pro-
cess the various categories of Chinese medical terms in 
specialist medical corpus Yidu-N7K and obtained a lexi-
con containing subwords that frequently occurred and 
subwords’ categories. These subwords in this lexicon 
are applied to perform segmentation on the sentences 
in train dataset. And this lexicon is the foundation of the 
lattice structure transformer in “Soft lattice transformer 
structure” section.

BERT embedding
The BERT model is a typical representation learning 
model, which is pretrained on a large unlabeled text cor-
pus to learn better text features. BERT is often applied to 
a wide range of tasks by fine-tuning.

There are two main new component models proposed 
in BERT: the masked language model (MLM) and next 
sentence prediction (NSP).The MLM masks some of the 
words at each iteration and is masked at random, and 
then the model predicts the existence of these masked 
words given their context. The role of NSP is to obtain 
relationships between sentences. Sentences A and B are 

Fig. 1  The architecture of our proposed method



Page 5 of 12Guo et al. BMC Medical Informatics and Decision Making          (2022) 22:201 	

fed into BERT, and [CLS] obtained by BERT is used to 
predict whether B is the following sentence of A.

In our model, instead of using the traditional word 
vector, the BERT model uses the attention-based trans-
former structure to generate embedding as the input. 
We employed MC-BERT model pretrained on unlabeled 
Chinese clinical records available from Zhang et al. [30]. 
As a pre-trained language model comprising a stack of 
multi-head self-attention layers and fully connected lay-
ers, MC-BERT is pre-trained on a large-scale unlabeled 
corpus of Chinese clinical text, including Chinese com-
munity biomedical question answering, Chinese medical 
encyclopedia, Chinese electronic health records (EHR). 
And whole entity masking and whole span masking strat-
egies are utilized to pre-train MC-BERT.

This section shows the visualization of the attention 
spread of BERT in CNER. The colored squares of Fig. 2c 
represent one or more attention heads. The words in the 
picture are the Chinese entities in the clinical recorder to 
be recognized. The lines in the middle of Fig.  2a and b 
connect the Chinese character on the left and right, rep-
resenting the attention score of the tokens. The saturation 
of color in Fig. 2c represents the strength of attention.

Soft lattice transformer structure
The lattice structure has been proved to have a great 
benefit to recognize Chinese Named Entity. The lattice 
structure is capable of capturing dependencies between 
characters and matched lexical words and enhancing the 
ability of capturing useful local context. In this section, 
we obtained the lattice by splitting a sentence according 
to the lexicon from WordPiece.

In lattice structure Transformer, the spans in the lat-
tice structure Transformer lattice have the head and tail 
of subwords in the lexicon, which can reinforce entity 
boundaries. For the position encoding of spans, abandon-
ing the absolute position encoding, we construct head 
position encoding and tail position encoding by relative 
position encoding [32].

Combined with the well-designed position encoding, 
relative position encoding of span introduced lexical 
information into the transformer without loss. Hence, the 
lattice structure transformer can fully leverage the lattice 
information and improve the performance of CNER. The 
Transformer encoder in the lattice structure Transformer 
layer requires spans with different lengths of Chinese 
words to encode the interactions in these words. Instead 
of directly employing positional encoding adapted to the 
standard Transformer, we use relative position embed-
ding [29] to model the position encoding of spans and the 
positional difference (Fig. 3).

We design the word-character lattice model the same 
way as the Lattice BERT [33], where we first split the 

sentences according to the lexicon in WordPiece to 
obtain a sequence of subwords of the sentences. Then 
we get a sequence of characters in Chinese sentences 
in character units. Since the Transformer requires posi-
tional information, the word-character lattice is rep-
resented in position by assigning positional indexes. 
Finally, we transform the position lattice and the posi-
tion representation into a flat structure [32].

There may be multiple layers of Chinese sentence seg-
mentation results. Each layer of segmentation results is 
subwords of different granularity. The importance of 
different subword results for the model to locate the 
entity span varies. The choice of which subword results 
among the multi-layer subword results determines the 
performance of the final entity recognition.

We form multiple layers of Chinese sentence segmen-
tation results according to their granularity. Each layer 
has a different level of granularity. As shown in Fig. 4, 
the sentence in the first layer is a whole and has the 
greatest granularity. In the second layer, the segmenta-
tion is divided into two parts, which have different lev-
els of granularity. We then calculate the TF-CR score 
of every layer to get the result of the largest score. For 
example, in Fig. 1, the best splitting result contains sub-
words with different granularity. Finally, the result is 
transformed into the flat lattice.

The aim of Soft Position Score is to selecte splitting 
results. The choice of which word separation result 
determines the performance of the final entity recog-
nition. For this problem, the scores of each subword 
result are obtained by using the categories and word 
frequencies to which the words in the subword dic-
tionary belong, and the subword result with the largest 
score is selected by softmax.

TF, CR reprents respectively term frequency and cate-

gory ratio. TF =

∣

∣xi
∣

∣

Ni
c
 where xi is the number of occur-

rences of subword i , and Ni
c is total number of subword i 

in category c . CR =
xi

x  where x denotes the number of 
occurrences of across all categories.

Once the subword results have been determined, the 
subwords are transformed into positional information 
and the lexical information is fused using the posi-
tional information. This ensures that pre-trained word 
embedding models can be used, while minimising the 
loss of information due to lexical matching errors. Most 
importantly, this approach eliminates the need to intro-
duce lexical information in terms of word embedding, 

(1)f isocer(TF ,CR) = TF × CR =

L
∑

i=0

(

∣

∣xi
∣

∣

Ni
c

∗

∣

∣xi
∣

∣

x

)
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Fig. 2  BERT visualization: a attention-head view for BERT, for inputs, The left and center figures represent different layers/attention heads. The right 
figure depicts the same layer/head as the center figure, but with Sentence A → Sentence B filter selected [31]; b Model view of BERT, for same 
inputs, layers 4; c Neuron view of BERT for layer 0, head 0
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allowing the advantages of parallel computing of the 
model to be fully exploited and increasing the speed of 
model inference.

As shown in Fig. 3, the input to the model is a charac-
ter sequence, together with all character subsequences 
selected by Soft Term Position Lattice. wd(b, e) is used to 
denote such a subsequence that begins with character 
index b and ends with character index e.

(2)xdb,e = embed(wd(b, e))

(3)db,e = e − b

where embed denotes the same word embedding lookup 
table. db,e denotes the length between the head and tail of 
the word. Then, we use sine and cosine functions of dif-
ferent frequencies to encode position spans.

(4)P2k
d = sin(db,e/10000

2k/d mod el )

(5)P2k+1
d = cos(db,e/10000

2k/d mod el )

(6)Rb,e = ReLU(WrPd)

Fig. 3  Soft Lattice Chinese Transformer structure

Fig. 4  Multiple layers of Chinese sentence segmentation
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where Rb,e is the final relative position [30] encoding of 
spans and Wr is a learnable parameter.

We replace A with Ab,e in Eq. (8). The following calcula-
tion is the same as that of the vanilla Transformer, where 
Wq , Wk ,E , Wk ,R , u , and v are learnable parameters. Equip-
ping the above proposed relative positional embedding, 
the hidden state can be computed as follows:

where hli and Trm denote the i th hidden state and repre-
sent the transformation function.

CRF
The NER is essentially a sequence labeling task. Since 
labels are not independent of each other, it is essential to 
thoroughly learn the internal relationship of tags accord-
ing to the labeled dataset. As a conditional probability 
model, CRF is able to handle contextual feature informa-
tion and effectively consider constraints among tags to 
reduce illogical sequences. Finally, we used the Viterbi 
algorithm to find the optimal path achieving the maxi-
mum probability in the prediction process.

Given the transition score matrix A and pi,j in matrix 
P from the lattice structure Transformer layer, represent-
ing the probability of the label i of the word j , CRF can 
calculate the score of the sequence. denotes the sentence 
sequence. y = {y1, .., yi, .., yn} is an output sequence of 
the tag; thus, the corresponding scoring function is com-
puted as follows:

where Ayi ,yi+1 represents the transition probability from yi 
to yi+1 . Then, we can obtain the normalized probability 
by the softmax function.

The objective function and optimized  object of CRF 
can be computed schematically by

Experimental setup
There are several sentences in each medical record 
of the annotated Chinese medical record data, which 
would result in an excessive sample if we did not divide 

(7)Ab,e = ET
xi
WT

q Wk ,EExj + ET
xi
WT

q Wk ,RRb,e + uTWk ,EExj + vTWk ,RRb,e

(8)hli = Trm(hl−1
i ,Al−1

i,b,e)

(9)score(x, y) =

n
∑

i−1

pi,yi +

n+1
∑

i−1

Ayi ,yi+1

(10)p(y|x) =
exp(score(x, y))

∑

y exp(score(x, y)

(11)y∗ = arg max(score(x, y′))

the whole record. To restrict the sentence length, there-
fore, according to Chinese punctuation, we separated 

each record and treated each Chinese sentence in each 
record as a single sample. The first layer of the model, 
the embedding layer, turns characters or words into 
vector representations. Based on 300-dimensional pre-
trained glove Chinese character embedding pretrained 
on wiki text, each Chinese character can be mapped to an 
embedding by unsupervised learning.

Our model has the following number of parameters 
based on the transformer: one self-attention layer with 
512 input and output dimensions and 8 attention heads. 
We trained the language models with SGD. The initial 
learning rate of 6e−4 and coefficients of epoch is 100, 
batch is 10, early stop is 25 to avoid overfitting; the learn-
ing rate is set to warm up over the first 50 k steps, and 
the learning rate exhibits linear decay. We used a dropout 
probability of 0.1 on all layers.

Evaluation methodology
We evaluated the overall precision (P), recall (R) and 
F1-score (F1) based on official strict matching. P, R and 
F1 can help us eliminate the effects of unbalanced data 
itself and to fully predict the result.

Results
The results of the soft lattice structure Transformer and 
baselines on the CCKS 2019 dataset are shown in Table 2. 
The baseline model, LSTM-CRF, is shown in the first 
row. The second row displays GRU with a CRF layer. The 
third row is the BERT with a CRF as a baseline model. 
In the fourth and fifth rows in Table 1, the performance 
obtained by BERT-LSTM-CRF and BERT-GRU-CRF, 
respectively, is superior to that of the baselines without 

Table 2  Test results on the CCKS2019 dataset

Models P R F1 Cost time

LSTM-CRF 79.32 83.21 80.13 11 h

GRU-CRF 80.23 82.03 82.14 9 h 7 m

BERT-CRF 83.47 80.14 82.50 7 h 45 m

BERT-LSTM-CRF 86.07 86.23 86.71 8 h 32 m

BERT-GRU-CRF 85.35 86.18 85.36 7 h 23 m

BERT-FLAT-CRF[32] 86.56 86.56 87.49 6 h 6 m

BERT-Soft Lattice struc-
ture Transformer-CRF

87.86 87.53 87.83 6 h 15 m



Page 9 of 12Guo et al. BMC Medical Informatics and Decision Making          (2022) 22:201 	

BERT, which further demonstrated the effectiveness of 
BERT.

In the last two rows, the soft lattice structure Trans-
former achieved an F1 of 0.87, and the lattice struc-
ture Transformer realized an F1 of 0.86 F1. Augmented 
with the soft lattice structure Transformer model, the 
model achieved a precision of 0.876, a recall of 0.875, 
an F-measure of 0.878 and a training time of 6.25 h. The 
results show that our model achieves the performance 
of the BERT-LSTM-CRF model. While the results show 
small (almost negligible) improvements, the performance 
in terms of time cost is less than that of the baseline 
model. Overall, the results illustrate our method’s supe-
rior predictive performance in CNER.

The overall trends of epoch and F1 are provided in 
Fig. 5. We analyzed the relationship between epoch and 
F1 in the four models. The F1 score of the NER model 
without BERT gradually improves from a lower point to 
the optimal score, while the F1 score of the model with 
BERT remains at a higher level, and it takes fewer times 
to reach the optimal F1 score. In addition, compared to 
the NER model based on BiLSTM or BiGRU, the model 
is better. Table  2 provides the time required to train 
each model. From Table 2, it is easy to conclude that the 
BERT-GRU-CRF model has the shortest training time of 
the NER models.

As shown in Fig. 6, our proposed soft lattice structure 
Transformer model has a high degree of parallel comput-
ing power, allowing our model to converge faster during 
training (our proposed lattice transformer model begins 
to converge at approximately 30 epochs, and the BERT-
LSTM-CRF model starts to converge at 50 epochs).

To verify the applicability of the model to the extrac-
tion of long entities and the recognition of medical-spe-
cific abbreviations in Chinese medical records, medical 
records with more long medical entities (proper nouns 
longer than 6 characters) and more abbreviations and 
numbers were purposely selected from the yidu-s4k 
and Chinese Medical Named Entity Recognition Data-
set (MeEE) [34]. In the test set containing more long 
medical entities, the proportion of long medical entities 
reached 80%. In the test set containing more abbrevia-
tions and numbers, the proportion of abbreviations and 
numbers reached 70%.

In Table 3, Soft lattice structure Transformer obtains 
a 91.6% F1-score in long medical entities and performs 
better at recognizing long entities than at recognizing 
normal entities.

Similarly, the model has a highly competitive perfor-
mance in recognizing abbreviations and numbers, as 
shown in Table 4.

In summary, the proposed lattice structure Trans-
former-named entity recognition approach has better 
recognition results and less time consumption.

Fig. 5  Comparison of the Epoch and F1 relationship of different 
models

Fig. 6  Performance in terms of F1-score with epoch

Table 3  Result of models to identify long entities

Models P R F1

LSTM-CRF 82.5 73.4 72.3

GRU-CRF 80.4 72.3 75.7

BERT-CRF 85.4 76.7 76.2

BERT-LSTM-CRF 82.3 83.9 82.6

BERT-GRU-CRF 83.1 84.3 84.2

BERT-FLAT—CRF 85.6 86.2 85.2

BERT-Soft Lattice structure Trans-
former—CRF

90.5 91.4 91.6
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Discussion
In recent years, adopting LSTM with CRF has provided 
excellent results in the NER task. However, to be used 
in the medical field with clinical relevance, providing 
explanatory information about text to the model is essen-
tial to reduce the computation time and maintain good 
performance.

In this paper, we devised a model that consists of the 
BERT module, the lattice structure transformer module, 
and the CRF module. In combination with the power of 
BERT and well-designed lattice information, our model 
has the potential to fully consider lattice information and 
has robust data parallelism to speed up training.

In previous studies [12], it was indicated that LSTM 
based on Chinese characters could help to identify clini-
cal entities. Nevertheless, models based on the LSTM 
network with CRF usually ignore word information and 
potential words. It can be problematic for Chinese NER 
if they are not significantly different from these methods 
of English NER. Some researchers have pointed out that 
encoding Chinese words in a sentence can reduce the 
error propagation of segmentation while making use of 
word information [22].

The soft lattice structure transformer layer not only 
makes the ability to encode Chinese words to lattice 
information stronger in our model but can also play 
the same role as the LSTM in exploring more distinct 
entity classes in various sentences. Another advantage 
of the soft lattice structure transformer layer is its high 
inference efficiency and ease of modeling long-distance 
dependencies. When recognizing several thousand Chi-
nese characters, there is always a risk that Chinese words 
are not found in sentences, leading to negative recogni-
tion. The Soft Term Position Lattice can avoid this risk.

To illustrate the positive effects of introducing entity 
boundaries using lattice structure and WordPiece, we 
perform additional experiments to understand our pro-
posed model. Specifically, we design datasets contain-
ing different proportions of boundary information and 

conduct experiments to obtain the results for different 
proportions of boundary information. As shown in Fig. 7, 
when the proportion is low, the model performance is 
lower than that of a traditional LSTM, but when the pro-
portion increases, the model F1-score improves rapidly. 
Our experiments illustrate that the introduction of infor-
mation about lexical boundaries is beneficial to improv-
ing the performance of the model.

From Fig. 4, we can explain why the BERT in our model 
was constructed to improve the accuracy of CNER. The 
reason for improving CNER results is combining the BERT 
model with LSTM-CRF, which can solve negation and spec-
ulation detection issues. In opposition to these approaches, 
we directly design a special position encoding, Soft Term 
Position Lattice and transformer to replace LSTM because 
of the function of lattice structure transformer recogniz-
ing uncommon medical entities and parallelization ability. 
This research pointed out that transformers with soft lattice 
Chinese word construction can capture potential relevance 
between Chinese characters and words.

Conclusions
LSTM has been a long-standing method or one of the 
components of the NER model, where a core goal is to 
capture contextual information. Analogously, we pre-
sented a different deep learning model that replaces 
LSTM and has a similar function with less computing. 
Our experiment used the soft lattice structure Trans-
former layer to substitute LSTM, illustrating that the 
lattice structure Transformer layer can reach the perfor-
mance of LSTM. Notably, the soft lattice structure Trans-
former model was trained with parallel computing. An 
especially salient motive for pursuing parallel computing 

Table 4  Result of models to identify abbreviations and numbers

Models P R F1

LSTM-CRF 79.54 80.47 80.63

GRU-CRF 80.43 82.35 82.27

BERT-CRF 85.45 86.7 86.25

BERT-LSTM-CRF 86.35 85.9 86.16

BERT-GRU-CRF 86.13 85.3 85.25

Soft Lattice structure 
Transformer-CRF

90.12 90.72 90.24

BERT-Soft Lattice structure 
Transformer- CRF

90.65 90.64 90.36

Fig. 7  Performance in terms of F1-score with proportions of 
boundary information
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is processing large data while saving time. Moreover, soft 
lattice structure Transformer with word information can 
capture more context dependence and relevance.
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