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Abstract 

Background:  Healthcare is expected to increasingly integrate technologies enabled by artificial intelligence (AI) 
into patient care. Understanding perceptions of these tools is essential to successful development and adoption. This 
exploratory study gauged participants’ level of openness, concern, and perceived benefit associated with AI-driven 
healthcare technologies. We also explored socio-demographic, health-related, and psychosocial correlates of these 
perceptions.

Methods:  We developed a measure depicting six AI-driven technologies that either diagnose, predict, or suggest 
treatment. We administered the measure via an online survey to adults (N = 936) in the United States using MTurk, 
a crowdsourcing platform. Participants indicated their level of openness to using the AI technology in the health-
care scenario. Items reflecting potential concerns and benefits associated with each technology accompanied the 
scenarios. Participants rated the extent that the statements of concerns and benefits influenced their perception of 
favorability toward the technology. Participants completed measures of socio-demographics, health variables, and 
psychosocial variables such as trust in the healthcare system and trust in technology. Exploratory and confirmatory 
factor analyses of the concern and benefit items identified two factors representing overall level of concern and 
perceived benefit. Descriptive analyses examined levels of openness, concern, and perceived benefit. Correlational 
analyses explored associations of socio-demographic, health, and psychosocial variables with openness, concern, and 
benefit scores while multivariable regression models examined these relationships concurrently.

Results:  Participants were moderately open to AI-driven healthcare technologies (M = 3.1/5.0 ± 0.9), but there was 
variation depending on the type of application, and the statements of concerns and benefits swayed views. Trust in 
the healthcare system and trust in technology were the strongest, most consistent correlates of openness, concern, 
and perceived benefit. Most other socio-demographic, health-related, and psychosocial variables were less strongly, 
or not, associated, but multivariable models indicated some personality characteristics (e.g., conscientiousness and 
agreeableness) and socio-demographics (e.g., full-time employment, age, sex, and race) were modestly related to 
perceptions.

Conclusions:  Participants’ openness appears tenuous, suggesting early promotion strategies and experiences with 
novel AI technologies may strongly influence views, especially if implementation of AI technologies increases or 
undermines trust. The exploratory nature of these findings warrants additional research.
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Introduction
Recent advances in machine learning have prompted 
widespread enthusiasm about the potential for artifi-
cial intelligence (AI) to transform healthcare [1–6]. As 
Rajkomar, Dean, and Kohane assert:

…the wisdom contained in the decisions made by 
nearly all clinicians and the outcomes of billions of 
patients should inform the care of each patient. …
machine learning is not just a new tool…it is the 
fundamental technology required to meaningfully 
process data that exceed the capacity of the human 
brain to comprehend…. [2] p1347

Accompanying this enthusiasm towards AI are con-
cerns about realizing these promises, while recognizing 
unintended perils [7–15]. As Israni and Verghese noted, 
“The promise of AI is undeniable…the hype and fear sur-
rounding the subject are greater than that which accom-
panied the discovery of the structure of DNA or the 
whole genome.” [7] p29.

AI health technologies are already influencing health-
care practices. Applications developed for screening 
skin cancer, oral cancer, and Tuberculosis offer hope 
that more people will be able to access screening tools 
that could dramatically alter care [16–18]. The FDA has 
approved a number of AI-enabled devices, including 
devices that detect wrist fractures and diabetic retinop-
athy [19, 20]. The adoption of these technologies must 
consider the perspectives of patients, as their effective 
implementation requires them to engage with AI tech-
nologies and share their health data [21–24]. Available, 
albeit limited, research examining patient perspectives of 
AI technologies in healthcare suggests that patients per-
ceive both benefits and risks and have mixed willingness 
to adopt these technologies.

A study in France examined views of biometric 
monitoring devices (BMDs) and their integration into 
healthcare among 1183 patients with chronic condi-
tions [25]. They estimated that just 20% of patients 
viewed the possible benefits, such as access to care and 
reduced treatment burden, as greatly outweighing the 
potential risks, such as AI being a poor alternative to 
humans and mishandling of private data. Participants 
indicated their readiness to use four BMD and AI tech-
nologies in their own care. The majority (65%) was 
ready to incorporate all of the interventions, but, for 
many, only if humans managed their use. Few (3%) were 
ready for fully automated use. Another 22% of patients 

were against one of the technologies, and 13% were not 
ready for any of the technologies.

A study from PricewaterhouseCoopers of 12,000 peo-
ple from Europe, the Middle East, and Africa, found 
that 54% of participants were willing to engage with 
AI and robotic technologies, 38% were not willing to 
engage with these technologies, and 7% were indiffer-
ent [26]. The findings also revealed that the purpose of 
the technologies influenced participants’ willingness 
to use them. While 37% of participants were willing to 
have AI or a robot monitor a heart condition and advise 
on treatment, only 1% were willing to have these tech-
nologies deliver a baby. However, a survey of patient 
satisfaction with a specific application of AI for diabetic 
retinopathy screening in Australia found that 96% of 
patients were satisfied or very satisfied with automated 
screenings, with convenience being particularly impor-
tant to them [27].

In semi-structured interviews with dermatology 
patients in the United States (U.S.), the most common 
perceived advantages of AI were increased diagnostic 
speed, healthcare access, and diagnostic accuracy [28]. 
However, patients also viewed the possibility of less 
accurate diagnosis to be the greatest potential disad-
vantage, and 94% of participants preferred human-AI 
partnership to AI alone. Another qualitative study of 
patients in the Netherlands regarding AI in radiology 
concluded that patients’ knowledge is limited and edu-
cation may be required to foster acceptance of AI and 
obtain patient input on implementation [29]. A prelimi-
nary framework of patients’ perspectives produced by 
the study indicated patients were concerned with effi-
ciency, accountability, reliability, and the boundaries of 
technologies relative to human providers.

These prior studies did not assess openness or per-
ceived concerns and benefits regarding AI technologies 
in healthcare among individuals in the U.S., or examine 
potential correlates that might help understand percep-
tions. The context and characteristics of the healthcare 
tasks enabled by AI may influence perceptions [30]. 
Individuals may have different views of AI that enables 
diagnosis, treatment, or prognosis, and these views may 
especially depend on the seriousness, consequences, 
and complexity of the decision-making required [31]. 
For example, individuals may respond differently to 
applications that diagnose or treat cancer versus a bro-
ken bone. Individuals may also hold different views 
related to AI-enabled technologies they might utilize at 

Keywords:  Artificial intelligence, Machine learning, Acceptance of healthcare, Openness, Benefits, Concerns, 
Perceptions, Bioethics



Page 3 of 15Antes et al. BMC Med Inform Decis Mak          (2021) 21:221 	

home—e.g., personalized health Apps and wearables—
whereas they might prefer to engage with humans in 
the clinic or hospital. Further, whether the tools aim to 
promote wellness or provide treatment—e.g., reduce 
risk of heart disease versus treat heart disease—may 
influence perceptions.

In addition to perceptions potentially depending, at 
least in part, on task context and characteristics, indi-
viduals may perceive certain risks or benefits associated 
with AI-enabled technologies in healthcare. For example, 
the potential for AI to improve the efficiency and accu-
racy of decisions may be appealing, but the potential loss 
of professional discretion and individualized interactions 
may be concerning [30, 32]. Applications of AI in soci-
ety generally have raised concerns about their potential 
to undermine fairness and further exacerbate inequi-
ties [31]. A recent report from the National Academy of 
Medicine indicates that equity and inclusion must be 
prioritized when designing and scaling AI, as consumer-
facing technologies in other domains have exacerbated 
longstanding inequities [33]. Thus, individuals might per-
ceive concerns related to social justice with the advent of 
AI-enabled tools in healthcare.

Objective
The biomedical community will need to understand indi-
viduals’ perceptions of AI-enabled health technologies 
as they are developed and adopted into patient care. The 
purpose of this study was to develop a novel measure and 
assess openness and the extent of perceived concerns and 
benefits regarding AI-driven healthcare technologies in a 
sample of U.S. adults. In additional to assessing levels of 
openness, concern, and benefit, we explored associations 
with socio-demographic, health, and psychosocial vari-
ables to identify variables that might help explain these 
perceptions. We conducted this exploratory study using 
a crowdsourcing platform, Amazon Mechanical Turk 
(MTurk). MTurk offers access to a geographically dis-
persed set of respondents who can be more representa-
tive and diverse than locally collected samples [34], but 
respondents tend to be relatively young, digitally savvy 
adults [35, 36]. Thus, the current study reflects views 
that are not necessarily representative of the broader U.S. 
population. We viewed MTurk as a feasible and accept-
able platform for this initial, exploratory study [37], and 
are careful to interpret our findings in light of the explor-
atory nature of the study.

Methods
Preliminary work to develop new measure
We developed the “Perceptions of AI Technologies in 
Healthcare” measure to assess openness and perceived 

concerns and benefits. We chose to design a scenario-
based measure so that participants’ perceptions would 
be contextualized in light of realistic examples of AI 
applications in healthcare. The measure development 
team consisted of physicians, social scientists with 
expertise in bioethics and psychometrics, and a health-
care social worker. The term “artificial intelligence” 
was not included in the measure (or the study more 
broadly) to avoid misconceptions or preconceived ideas 
about AI. Instead, we used terms such as technology 
and computer programs because we wanted to study 
perceptions of the functionality and potential uses of 
these applications rather than views of the concept of 
artificial intelligence. The measure development pro-
cess included informant interviews, a literature review, 
drafting and revising items, and factor analysis of items 
after a first round of data collection.

We included a range of AI-enabled healthcare appli-
cations. Scenarios varied in the emotional intensity 
(e.g., broken ankle vs cancer), purpose of the AI-driven 
technology (i.e., diagnosis, treatment, or prognosis), 
and setting for use of the device (i.e., hospital, doctor’s 
office, and at home). The initial measure included eight 
scenarios, and the refined version included six sce-
narios. Table S1 shows all six scenarios (see Additional 
file 1). An example scenario includes:

Your doctor has diagnosed you with colon can-
cer. The cancer clinic has a computer program 
that uses the medical information of thousands 
of patients with colon cancer to estimate survival. 
This computer reviews your medical information 
and predicts you have a very low chance of surviv-
ing more than six months.

After each scenario, participants indicated their 
level of openness to the described use of technol-
ogy on a 5-point Likert scale from: not at all open (1) 
to extremely open (5). We defined openness as being 
receptive to the use of the technology in one’s care. 
Next, each scenario included concern and benefit items 
describing 1 of 9 ethical and practical concerns or ben-
efits associated with AI in healthcare.

We identified the concerns and benefits through 
informant interviews and a literature review. We inter-
viewed 7 experts working on AI in the fields of bioin-
formatics, law, bioethics, and medicine. We asked how 
they define AI, how they describe AI to laypersons, to 
provide examples of current and possible future uses 
of AI in healthcare, and to list concerns and benefits 
likely to be salient to patients. We created an initial set 
of concerns and benefits gleaned by identifying themes 
in the interviews. Then, we referenced these concerns 
and benefits against issues raised in a literature review 
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of applications of AI in healthcare and associated ethi-
cal, social, and legal issues.

To conduct this review, we consulted a medical librar-
ian and created search strategies for PubMed, Scopus, 
and Embase to obtain articles about “artificial intelli-
gence,” “machine learning,” “big data,” and “healthcare.” 
After this broader search, we conducted two narrower 
searches by adding search terms related to ethics and 
patient perspectives. The literature review resulted in 
more than 300 articles about the practical and ethical 
aspects of AI in healthcare, including review articles and 
commentaries underscoring key ethical issues [12–15, 
38–41]. The interviews and literature review resulted in 9 
dimensions—5 concerns and 4 benefits—that individuals 
may perceive regarding AI in healthcare. Table  1 shows 
the dimensions and their definitions, which we used to 
operationalize the dimensions in the measure.

When a topic could be a potential concern or benefit 
(e.g., AI could improve or impair accuracy), we included 
it as a concern or benefit according to which the lit-
erature review and interviews suggested would be most 
salient to individuals. We wrote items for all of these 
dimensions to adequately cover the full range of possible 
concerns and benefits. However, we expected that factor 
analysis of responses would likely factor items into a set 
of fewer dimensions.

The measure operationalized the concerns and ben-
efits in items that followed each scenario. Example items 
include, “Your insurance company charges you an addi-
tional copay to use this program” (personal cost) and 
“Using the computer program makes your visit to urgent 
care shorter” (convenience). Participants responded on a 
bi-polar, 7-point Likert scale from much more negatively 

(1) to much more positively (7) to indicate the extent each 
statement influenced their perception of the technol-
ogy. The initial version of the measure had 54 concern 
and benefit items with at least 5 items for each concern 
and benefit to allow us to discard any poorly performing 
items identified in the factor analysis.

After drafting the measure, two bioinformaticians 
reviewed it to provide feedback on the technical accuracy 
and plausibility of the AI scenarios. We also performed 
cognitive interviews with 5 members of the community 
who were diverse in age, race/ethnicity, and education 
level to receive feedback on item clarity [63]. Table  S2 
provides a scenario with the associated items to illustrate 
the structure of the scenarios, items, and response scales 
(see Additional file 2).

Design and procedure
We administered the Perceptions of AI Technologies 
in Healthcare measure and several additional validated 
measures (described in “Variables and measures”) online 
using Qualtrics survey administration platform. We 
recruited participants via MTurk who were individuals 
18 years of age and older and residing in the U.S. MTurk 
is a platform that connects individuals who complete 
“human intelligence tasks” (HITs) with requestors. We 
indicated our task was a survey of views of health tech-
nologies and compensation was $3.65 for the 30-min 
task. Requestors determine the amount compensation 
for their HIT, which tends to be below minimum wage. 
We paid minimum wage for the 30-min task. MTurk 
has been shown to produce valid results comparable to 
those from laboratory studies [35, 64]. We required par-
ticipants to have completed at least 100 prior HITs with 

Table 1  Dimensions operationalized in the scenario-based measure

Definition

Concerns

 Privacy Concern about loss of control of personal information, misuse of information, and who can access personal 
information [14, 25, 38, 42–45]

 Transparency/uncertainty Concern about the comprehensibility of AI results or recommendations and uncertainty about being made 
aware when AI is used in healthcare [12, 14, 38, 42]

 Human element of care Concern about AI decreasing the clinician’s role in healthcare and these technologies impacting the interac-
tions and relationships of clinicians and patients [9, 25, 46–48]

 Social justice Concern about unfairness in the distribution of the benefits and burdens of applications of AI in healthcare [6, 
12–14, 38, 49–52]

 Cost for healthcare system Concern about whether AI applications will increase the costs of healthcare delivery in the U.S. [11, 53]

Benefits

 Access and convenience Perceived benefit of AI making it easier for individuals to obtain medical care [16–18, 54, 55]

 Quality and accuracy Perceived benefit of AI applications increasing the effectiveness of medical care [56–59]

 Access to personal health knowledge Perceived benefit of easily obtaining reliable and pertinent information outside of the clinical setting for use to 
improve personal health [26, 38]

 Improving personal cost of care Perceived benefit that AI could reduce the costs of healthcare for individuals [60–62]



Page 5 of 15Antes et al. BMC Med Inform Decis Mak          (2021) 21:221 	

a 98% approval rating for their completion of previous 
tasks.

We collected data in two rounds to perform an explora-
tory factor analysis (EFA) of the concern and benefit 
items, followed by a confirmatory factor analysis to verify 
the results of the EFA. Assuming we identified as many 
as 6 factors and retained at least 5 items per factor, even 
assuming low levels of communality, a sample size of 
400 for a factor analysis allows for excellent agreement 
between the sample and population solutions [65, 66]. 
Thus, we sought a sample size of at least 400 for the EFA, 
and chose to obtain an equally large sample for the CFA 
to confirm the solution and provide a large sample for 
exploration of variables associated with responses.

The Washington University Institutional Review Board 
reviewed and approved this study (IRB #201909088). 
Consent was obtained from all participants. Participants 
viewed a brief consent statement on the first screen of the 
survey before proceeding, which indicated their consent 
to participate. Data were collected in October of 2019.

Variables and measures
In this section, we describe the measures included and 
our rationale. Each respondent provided a full set of 
response data at a single point in time. Although com-
mon source bias is a concern when measurement is con-
ducted using a single instrument [67], we were interested 
in individuals’ perceptions, and the most direct way to 
measure perceptions is through survey methodology. We 
mitigated common source bias via careful survey design 
[67, 68]; we measured the openness, concern, and benefit 
variables on different scales with different anchors using 
a scenario-based measurement task, whereas trust and 
personality variables were measured using traditional 
validated psychosocial questionnaires.

Perceptions of AI Technologies in Healthcare
The key outcome variables of interest included openness 
to AI in healthcare, and perceived concerns and benefits 
of AI in healthcare. We measured these variables using 
the new scenario-based measure described above. We 
randomized the presentation order of the scenarios and 
the concern and benefit items within scenarios to control 
for potential order effects. The results describe the fac-
tor analysis of concern and benefit items, and the internal 
consistency of the openness, concern, and benefit scales. 
After refining the measure based on the factor analysis, 
we retained 22 concern items and 16 benefit items. We 
computed an overall concern score as the mean of the 22 
concern items, after reverse scoring so that higher scores 
reflect a greater level of concern. We computed an over-
all benefit score as the mean of the 16 benefits items, 
with greater scores on this scale reflecting greater levels 

of perceived benefit. Overall, concern and benefit scores 
can range from 1 to 7. We computed the mean of the 6 
openness items to produce an overall openness score, 
which can range from 1 to 5.

Ten Item Personality Inventory (TIPI)
The TIPI measures five personality traits: openness to 
experience, conscientiousness, extraversion, agreea-
bleness, and emotional stability [64]. Participants 
responded on a 7-point scale from 1 “strongly disagree” 
to 7 “strongly agree” to indicate whether ten pairs of 
traits (e.g., reserved, quiet) apply to them. The five scales 
are computed as the mean of the two items for each. We 
included this brief measure to examine the association of 
openness to AI technologies assessed by our new meas-
ure with trait-based openness. We also aimed to explore 
if other personality traits might be associated with per-
ceptions of novel technologies in healthcare, as other 
studies have identified relationships between personality 
and health behaviors. For example, conscientiousness has 
been associated with health promoting behaviors [69].

Trust in health information systems
The trust in health systems and health information shar-
ing measure includes items related to four sub-scales: 
fidelity, competency, trust, and integrity [70]. An exam-
ple item includes, “The organizations that have my health 
information and share it would try to hide a serious mis-
take.” A 4-point Likert scale is used: 1 “not at all true” to 
4 “very true.” The four sub-scales are computed as the 
mean of items for that subscale. We computed the com-
posite “health system trust index” score for use in analy-
ses, which is the sum of the four subscales (each with a 
possible range of 1 to 4), so potential scores on the index 
can range from 4 to 16 [70]. We included this measure 
of trust in the healthcare system expecting that trust 
might be associated with greater openness to healthcare 
innovations and greater perceived benefit, and negatively 
associated with concerns.

Trust and faith in general technology
A brief faith in general technology and trust in technol-
ogy scale was included [71]. Example items include: “I 
think most technologies enable me to do what I need to 
do” and “I usually trust a technology until it gives me a 
reason not to trust it.” Participants use a 7-point Likert 
scale to respond from 1 “strongly disagree” to 7 “strongly 
disagree.” An overall score for each scale was the mean of 
the respective items in the scale. We anticipated a posi-
tive association of trustful attitudes towards technology 
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with perceived benefits and openness, and a negative 
association with concerns.

Social and economic conservatism scale
We included a conservatism scale that measures both 
social and economic conservatism [72]. Participants 
responded on a sliding 0 to 100 point scale (in 10-point 
increments), with 0 representing a negative view and 100 
indicating a positive view of 12 concepts (e.g., business, 
traditional values). Social and economic conservatism 
scores were computed as the mean of the concepts repre-
senting each construct. We included this scale to explore 
if social conservatism and economic conservatism might 
be associated lower openness and greater concerns about 
changes in healthcare.

Health status and healthcare access
We assessed self-reported health status, healthcare sat-
isfaction, primary insurance type, location of health ser-
vices, and amount of healthcare choice using existing 
items [73]. The response options for these 1-item cate-
gorical variables are displayed in the Table 1 frequencies. 
We thought that experiences with healthcare might relate 
to perceptions about new healthcare technologies.

Socio‑demographics
We included a questionnaire assessing age, sex, employ-
ment status, income, ethnicity, race, education level, and 
the type of community where participants reside.

Statistical analysis
Data cleaning involved examining responses to four 
“attention check” items included in the Perceptions of AI 
Technologies in Healthcare measure to identify partici-
pants who did not pay sufficient attention. We required 
that participants answer at least three of four atten-
tion checks correctly. Before analyses were performed, 
individuals failing two or more attention checks were 
excluded. In round one, 50 responses were dropped and 
46 were dropped in round two. Force choice responding 
was used for the AI measure so we had no missing data 
on this measure.

The sample from round one of data collection was used 
to perform an exploratory factor analysis (EFA) to exam-
ine the factor structure of the 54 concern and benefit 
items and identify items that did not perform well. The 
sample from round two was used to perform a confirma-
tory factor analysis (CFA) to confirm the initial factor 
solution. We also examined scale internal consistency, 
and we report Cronbach’s alpha for the retained concern 
and benefit items and for the openness items. We used 

descriptive statistics to summarize participant character-
istics. Because we failed to detect any statistically signifi-
cant differences between the two samples on perceptions 
of AI technologies or the socio-demographic, health, and 
psychosocial variables, the remaining analyses focused 
on the aggregated sample.

We used descriptive statistics to examine openness 
to the AI technologies illustrated in the six scenarios 
responded to by all participants. We also used descriptive 
statistics to assess overall levels of openness, concern, and 
perceived benefit. Next, we used correlations to explore 
bivariate associations of socio-demographic, health, and 
psychosocial variables to levels of openness, concern, 
and perceived benefit. Finally, we performed three step-
wise linear regressions with the openness, concern, and 
benefit variables as the outcomes. This analysis allowed 
us to explore the variables as potential predictors in the 
context of the other variables. We entered age, sex, race, 
and ethnicity as control variables in a first step of each 
model. Next, all other socio-demographic, health status 
and access, and psychosocial variables were included for 
consideration as predictors using stepwise R2 criteria 
for predictor variable entry and removal (probability-
of-F-to-enter ≤ 0.05; probability-of-F-to-remove ≥ 0.10). 
Healthcare satisfaction was the one variable excluded 
from consideration because we only asked it of individu-
als who had utilized healthcare in the last 12  months 
(n = 735), and its inclusion would have reduced the effec-
tive sample size considerably.

Results
Description of participants
A total of 936 individuals participated. Table  2 sum-
marizes their socio-demographic and healthcare char-
acteristics. Participants were mostly White, healthy, 
college-educated individuals. On average, participants 
were in their mid-thirties.

Factor analyses of AI concern and benefit items
The Appendix provides the full description of the EFA 
and CFA results (see Additional file  3). In sample one, 
we found a factor solution with two orthogonal factors. 
Factor 1 had 22 items and represented participants’ level 
of concern and accounted for 22% of the variance. Fac-
tor 2 had 16 items and represented participants’ level 
of perceived benefit and accounted for 18% of the vari-
ance. This model reflects dropping 16 items that either 
did not load on the factors, or were from two scenarios 
that we dropped at this stage in their entirety. We made 
this decision to decrease the participant burden because 
the additional items were redundant for a simple 2-fac-
tor solution. Table S3 provides the factor loadings of the 
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Table 2  Participant socio-demographics and healthcare variables

Sample 1
(N = 469)

Sample 2
(N = 467)

Total
(N = 936)

Age in years M = 37.2 ± 11.0
Range 65, 18–83

M = 36.9 ± 11.0
Range 53, 19–72

M = 37.1 ± 11.0
Range 65, 18–83

n (%) n (%) n (%)

Sex (male)a 256 (55) 258 (55) 514 (55)

Race/ethnicityb,c

 White 383 (82) 398 (85) 781 (83)

 Black or African American 52 (11) 44 (9) 96 (10)

 Latino or Hispanic 37 (8) 36 (8) 73 (8)

 Asian 36 (8) 30 (6) 66 (7)

 Otherd 7 (2) 10 (2) 17 (2)

Highest education

 Less than high school or other 6 (1) 2 (< 1) 8 (1)

 High school graduate 57 (12) 63 (14) 120 (13)

 Some college 100 (21) 112 (24) 212 (23)

 Associate’s degree 48 (10) 63 (14) 111 (12)

 Bachelor’s degree 205 (44) 181 (39) 386 (41)

 Graduate degree 53 (11) 46 (10) 99 (11)

Employment status

 Employed full-time 329 (70) 308 (66) 637 (68)

 Employed part-time (not full-time student) 28 (6) 30 (6) 58 (6)

 Full-time student 11 (2) 11 (2) 22 (2)

 Self-employed 47 (10) 64 (14) 111 (12)

 Unemployed 22 (5) 23 (5) 45 (5)

 Othere 32 (7) 31 (7) 63 (7)

Annual household incomef

 < $23,000 75 (16) 57 (12) 132 (14)

 $23,001–$45,000 118 (25) 148 (32) 266 (28)

 $45,001–$75,000 139 (30) 134 (29) 273 (29)

 $75,001–$112,000 87 (19) 81 (17) 168 (18)

 > $112,001 46 (10) 40 (9) 86 (9)

Type of community

 Urban 139 (30) 126 (27) 265 (28)

 Suburban 242 (52) 242 (52) 484 (52)

 Rural 88 (19) 99 (21) 187 (20)

Health status

 Excellent 83 (18) 69 (15) 152 (16)

 Very good 154 (33) 174 (37) 328 (35)

 Good 155 (33) 139 (30) 294 (31)

 Fair 57 (12) 70 (15) 127 (14)

 Poor 20 (4) 15 (3) 35 (4)

Primary health insurance type

 Private 294 (63) 258 (55) 552 (59)

 Medicare 39 (8) 48 (10) 87 (9)

 Medicaid 52 (11) 62 (13) 114 (12)

 Medicare advantage 11 (2) 14 (3) 25 (3)

 No health insurance 73 (16) 85 (18) 158 (17)

Typical healthcare service location

 Doctor’s office or private clinic 324 (69) 291 (62) 615 (66)
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final 38-item solution (see Additional file 4). The CFA in 
sample 2 confirmed this factor structure with acceptable 
model fit.

Descriptive analyses of perceptions of AI technologies 
in healthcare
Figure 1 illustrates the openness scores by scenario. Par-
ticipants were most open to the scenario about monitor-
ing for heart attack risk (M = 3.40, SD = 1.20) followed 
by predicting cancer survival (M = 3.37, SD = 1.16), 

diagnosing a broken ankle (M = 3.22, SD = 1.20), and 
selecting anxiety medication (M = 3.14, SD = 1.16). We 
observed the lowest openness for the mental health app 
(M = 2.77, SD = 1.29) and a computer system that uses 
video to monitor facial expressions and predict pain lev-
els in a hospital room after surgery (M = 2.41, SD = 1.35). 
All pairwise comparisons (with alpha adjustment 
for multiple comparisons) are statistically significant 
(p < 0.01). The SDs for all openness scores were above 1, 
suggesting considerable variability in openness.

Table 2  (continued)

n (%) n (%) n (%)

 Urgent care center 59 (13) 74 (16) 133 (14)

 Community health center or other public health clinic 25 (5) 37 (8) 62 (7)

 No regular place of care 32 (7) 48 (10) 80 (9)

 Hospital emergency room 18 (4) 8 (2) 26 (3)

 Other 11 (2) 9 (2) 20 (2)

Medical care choiceg

 A great deal of choice 123 (26) 99 (21) 222 (24)

 Some choice 236 (50) 237 (51) 473 (51)

 Very little choice 83 (18) 100 (21) 183 (20)

 No choice 22 (5) 19 (4) 41 (4)

Healthcare satisfactionh

 Very satisfied 157 (34) 132 (28) 289 (31)

 Somewhat satisfied 171 (37) 196 (42) 367 (39)

 Somewhat dissatisfied 38 (8) 26 (6) 64 (7)

 Very dissatisfied 7 (2) 8 (2) 15 (2)

Some percentages add to more than 100%, due to rounding
a n = 11 selected other or prefer not to answer
b not mutually exclusive categories, participants selected all that apply
c n = 8 selected prefer not to answer
d American Indian, Alaska Native, Native Hawaiian, or Pacific Islander
e caregiver or homemaker, retired, or other
f n = 11 selected prefer not to answer
g n = 17 selected “I don’t know”
h only asked of those indicating healthcare utilization in last 12 months (n = 735)

Predict pain after surgery

Provide therapy

Select anxiety medicine

Diagnose broken ankle

Estimate cancer survival

Predict heart attack risk

1 2 3 4 5
Fig. 1  Mean scenario openness scores with 95% CIs. Large vertical lines indicate grand mean with 95% CI
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Table 3 shows the descriptive statistics and Cronbach’s 
alpha for the overall level of openness, concern, and per-
ceived benefit scores, along with the psychosocial vari-
ables. The mean concern score indicates that concern 
statements led participants to report that they viewed 
the technology somewhat more negatively. When par-
ticipants rated benefit items, they similarly reported 
somewhat more positive views of the technology. On 
average, participants reported moderate openness to the 
technologies.

Correlational analyses
The correlational analyses shown in Table  4 explored 
which variables were associated with openness, concern, 
and benefit scores. Correlations are Point-biserial, Spear-
man, or Pearson depending on the variable measurement 
scale. We focused our interpretation of correlations on 
those ≥ 0.10.

This exploratory analysis of variables associated with 
openness, concern, and perceived benefit indicated that 
socio-demographic and health variables were largely 
unrelated. There were modest relationships of age and 
sex to openness: older participants were less open and 
males more open than females. Females also responded 
more negatively when presented with concerns. Full-time 
employment status was associated with greater openness 
and lower concern. People with greater healthcare choice 
and healthcare satisfaction perceived greater benefit, and 
lower health status was associated with greater concern.

The openness score was minimally associated with the 
trait-based personality measure of openness (r = 0.07), 
suggesting responses did not merely capture participants’ 

general tendency towards openness. Personality gen-
erally was not strongly related to perceptions of AI in 
healthcare. Agreeableness and conscientiousness were 
the strongest correlates with those higher in agreeable-
ness and conscientiousness perceiving greater benefit. 
Social conservatism was related to lower concern scores 
but only slightly. Trust in health and trust and faith in 
technology were the strongest correlates of openness, 
concern, and benefit scores, with these correlations being 
about 1.5 to over 4.0 times the magnitude of the other 
variables that were associated at r ≥ 0.10.

Regression analyses
As shown in Table  5, the regression models revealed 
that some of the same predictors of openness, concern, 
and benefit were important across all three outcomes, 
while other predictors were statistically significant in 
just one or two of the models. In each model, certain 
social-demographic and health-related variables were 
statistically significant predictors, but similar to the cor-
relational analyses, we observed the largest effects for 
psychosocial predictors.

In the model predicting openness, trust in technol-
ogy and faith in technology were associated with greater 
openness. Next, full-time employment and trust in the 
health system were moderately associated with greater 
openness, while being older, more conscientious, and 
more economically conservative were modestly associ-
ated with less openness. The overall model explained 26% 
of the variance in openness.

In the model predicting concern, we found that health 
system trust and trust in technology were associated with 

Table 3  Descriptives for openness, concern, and benefit scores and psychosocial variables

N = 936, except for agreeableness (n = 935), emotional stability (n = 934), faith in technology (n = 934), trust in technology (n = 933) due to missing data
a Correlations between the Perspective of AI Technologies scores: Openness with concern, r = − .52, 95% CI [− .57, − .47]; openness with benefit, r = .61, 95% CI [.57, 
.65]; concern with benefit, r = − .05 CI [− .11, − .01]

No. of items Cronbach’s α Min Max Mean SD 95% CI for mean

Opennessa 6 .80 1.0 5.0 3.06 .87 [3.00, 3.12]

Concern 22 .92 1.2 7.0 5.34 .82 [5.29, 5.39]

Benefit 16 .89 2.6 7.0 5.49 .75 [5.44, 5.54]

Health System Trust Index 20 .91 4.0 16.0 9.48 2.63 [9.31, 9.65]

Trust in technology 3 .89 1.0 7.0 4.95 1.32 [4.87, 5.03]

Faith in technology 4 .87 1.0 7.0 5.56 .83 [5.51, 5.61]

Conscientiousness 2 .67 1.5 7.0 5.59 1.23 [5.51, 5.67]

Agreeableness 2 .55 1.0 7.0 5.37 1.30 [5.29, 5.45]

Extraversion 2 .80 1.0 7.0 3.37 1.77 [3.26, 3.48]

Emotional stability 2 .82 1.0 7.0 4.91 1.64 [4.80, 5.02]

Openness (trait-based) 2 .61 1.0 7.0 5.08 1.34 [4.99, 5.17]

Social conservatism 7 .90 0.0 100.0 55.77 25.65 [54.13, 57.40]

Economic conservatism 5 .73 0.0 100.0 53.63 20.53 [52.31, 54.95]
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lower concern, while conscientiousness and agreeable-
ness were associated with greater concern. Males were 
also less concerned than females. Employment status and 
health status were negatively related to concern. Finally, 
we found modest associations of extraversion and social 
conservatism, such that individuals higher in extraver-
sion and social conservatism were less concerned. The 
overall model explained 21% of the variance in concern.

The model predicting benefit indicated that greater 
trust and faith in technology predicted greater perceived 
benefit. There was a modest association with race, with 
White individuals perceiving lower benefit than non-
White. The overall variance explained for the model pre-
dicting benefit was 25%.

Discussion
We examined perceptions of AI-driven healthcare tech-
nologies using a scenario-based measure of openness, 
concern, and perceived benefit. We assessed overall 
openness across six varied applications of AI in health-
care. Within each scenario, concern items related to 
loss of privacy, lack of transparency, decreased clini-
cian role in care, increased costs, and unfairness in the 
benefits for different groups (e.g., female versus male, 
or White patients versus people of color), whereas ben-
efit items focused on access and convenience, increased 
quality of care, improved healthcare costs, and access 
to personal health knowledge. We also measured a 
number of socio-demographic, health-related, and psy-
chosocial variables to understand what might explain 
openness, concern, and perceived benefit. We collected 

Table 4  Correlations of openness, concern, and benefit scores with all study variables

N = 936 (except as noted for specific variables in Tables 1 and 2)
a Participants who selected any race other than White, or in addition to White, were classified as Non-White for purposes of this analysis
b 1 = full-time employment, 0 = all other options
c 1 = doctor office or private clinic, 0 = all other options
d 1 = great or some choice; 0 = little to no choice

Openness Concern Benefit

r 95% CI r 95% CI r 95% CI

Socio-demographics

Age − .12 [− .18, − .06] .06 [.00, .12] − .03 [− .09, .03]

Sex (1 = Male, 0 = Female) .10 [.04, .16] − .20 [− .26, − .14] − .03 [− .09, .04]

Race (1 = White, 0 = Non-White)a − .05 [− .11, .01] .01 [− .05, .07] − .08 [− .14, − .02]

Ethnicity (1 = Latino, 0 = non-Latino) .06 [.00, .12] − .09 [− .15, − .03] − .02 [− .08, .04]

Household income .07 [.01, .13] − .08 [− .14, − .02] .07 [.01, .13]

Community type .06 [.00, .12] − .06 [− .12, .00] .01 [− .05, .07]

Employment statusb .17 [.11, .23] − .18 [− .24, − .12] .05 [− .01, .11]

Education .04 [− .02, .10] .03 [− .03, .09] .01 [− .05, .07]

Health status and access

Health status .08 [.02, .14] − .12 [− .18, − .06] − .02 [− .08, .04]

Healthcare locationc .03 [− .03, .09] − .01 [− .07, .05] .02 [− .04, .08]

Healthcare choiced .08 [.02, .14] − .06 [− .12, .00] .11 [.05, 17]

Health insurance (1 = Yes, 0 = No) .09 [.03, .15] − .10 [− .16, − .04] .05 [− .01, .11]

Healthcare satisfaction (n = 735) .11 [.04, .18] − .07 [− .14, .00] .14 [.07, .21]

Psychosocial variables

Health System Trust Index .27 [.21, .33] − .27 [− .33, − .21] .21 [.15, .27]

Trust in technology .41 [.36, 46] − .21 [− .27, − .15] .41 [.36, .46]

Faith in technology .38 [.32, .43] − .10 [− .16, − .04] .46 [.41, .51]

Conscientiousness .02 [− .04, .08] .11 [.05, .17] .15 [.09, .21]

Agreeableness .08 [.02, .14] .11 [.05, .17] .20 [.14, .26]

Extraversion .08 [.02, .14] − .12 [− .18, − .06] .04 [− .02, .10]

Emotional stability .08 [.02, .14] − .06 [− .12, .00] .07 [.01, .13]

Openness (trait-based) .07 [.01, .13] .07 [.01, .13] .05 [− .01, .11]

Social conservatism − .01 [− .07, .05] − .10 [− .16, − .04] .05 [− .01, .11]

Economic conservatism − .06 [− .12, .00] − .06 [− .12, .00] .02 [− .04, .08]
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data using MTurk, a crowdsourcing platform, which 
provides feasible, cost-effective access to geographically 
dispersed individuals, but our findings should be inter-
preted in the context of our sample.

We constructed a sample composed entirely of U.S. 
residents, which may limit the generalizability of our 
findings in other countries, because we wished to exam-
ine perceptions of individuals sharing a common national 
health system. Our sample proved to be comprised of 
relatively young, healthy, White adults, which does not 
represent all subpopulations in the U.S. However, in our 
large sample of over 900 individuals, the sufficient vari-
ance in age, self-reported health status, and race allowed 
us to identify some associations of these factors with 
perceptions of AI-enabled healthcare technologies, and 
these findings persisted even after controlling for vari-
ables like trust in healthcare. Older individuals were 
less open than younger individuals; males were less con-
cerned than females; and full-time employment status 
was associated with greater openness and lower concern. 
Individuals reporting good to excellent health were less 
concerned, so examining perceptions among those with 
lower health status will be important. The findings sug-
gest further examination of which socio-demographic 
and health-related variables influence acceptance of AI 
technologies is warranted.

Overall, participants were moderately open to the 
technologies, with some variation in opinion based on 
the specific application. The two technologies that made 

predictions about serious diseases—the risk of heart 
attack and the likelihood of cancer survival—were the 
highest-rated technologies. Openness to these uses of AI 
may be partly due to familiarity. These are high preva-
lence diseases, and the majority of Americans report fre-
quent exposure to information about prevention of these 
diseases [74]. Participants were least open to a device 
that predicted pain after surgery and a mental health app. 
Lower openness to these uses of AI could relate to per-
ceptions of invasiveness, desire for human involvement, 
or stigma related to pain medication and mental health 
treatment.

Trust in the healthcare system and trust and faith in 
technology had the strongest, most consistent relation-
ships to openness to AI healthcare technologies and to 
judgments of potential benefits and harms. Plans for the 
development and implementation of AI in healthcare will 
need to consider ways to build and maintain trust. It may 
also be important to examine how interpersonal trust 
with individual physicians may shape behaviors and atti-
tudes related to AI technologies [75, 76]. The association 
of trust with perceptions of AI in healthcare is notable as 
in recent years Americans report decreased trust in the 
healthcare system and lower confidence in physicians 
[77].

Some personality variables emerged as predictors of 
perceptions. In particular, conscientiousness and agreea-
bleness demonstrated effects similar to those of trust in 
predicting concern. Individuals high in conscientiousness 

Table 5  Stepwise regression models predicting openness, concern, and benefit

N = 916. Age, sex, race, and ethnicity entered in a first step as control variables. Age is continuous. Variables are coded as follows: Sex (1 male; 0 female), race (1 White; 
0 non-White), and ethnicity (1 Latino; 0 not-Latino). Employment status (1 full-time; 0 other); health status (1 good/very good/excellent; 0 poor/fair)

*p < .05; **p < .01; ***p < .001

Predictor Model 1: Openness Model 2: Concern Model 3: Benefit

B 95% CI β B 95% CI β B 95% CI β

Age − 0.01 [− 0.01, 0.00] − 0.07* 0.00 [0.00, 0.00] 0.00 0.00 [− 0.01, 0.00] − 0.03

Sex 0.08 [− 0.02, 0.18] 0.05 − 0.22 [− 0.32, − 0.12] − 0.13*** − 0.07 [− 0.15, 0.02] − 0.04

Race − 0.01 [− 0.14, 0.11] − 0.01 − 0.00 [− 0.12, 0.12] − 0.00 − 0.12 [− 0.22, − 0.01] − 0.06*

Ethnicity 0.05 [− 0.14, 0.23] 0.01 − 0.15 [− 0.33, 0.03] − 0.05 − 0.11 [− 0.26, 0.05] − 0.04

Employment status 0.27 [0.16, 0.37] 0.14*** − 0.24 [− 0.35, − 0.13] − 0.14***

Health status − 0.23 [− 0.36, − 0.09] − 0.11**

Health system trust 0.04 [0.02, 0.06] 0.12*** − 0.06 [− 0.08, − 0.04] − 0.20***

Trust in technology 0.17 [0.12, 0.21] 0.25*** − 0.10 [− 0.14, − 0.06] − 0.16*** 0.12 [0.08, 0.16] 0.22***

Faith in technology 0.22 [0.15, 0.29] 0.21*** 0.30 [0.24, 0.37] 0.34***

Conscientiousness − 0.06 [− 0.10, − 0.02] − 0.09** 0.12 [0.08, 0.16] 0.18***

Agreeableness 0.10 [0.06, 0.14] 0.15***

Extraversion − 0.04 [− 0.07, − 0.01] − 0.08**

Social conservatism 0.00 [0.00, 0.00] − 0.07*

Economic conservatism 0.00 [− 0.01, 0.00] − 0.07*

R2 .26*** .21*** .25***
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tend to be responsible and goal-directed, and consci-
entiousness is related to better health and greater well-
being [69]. The concern items, especially those depicting 
loss of privacy and lack of transparency, may have been 
particularly troubling to those high in conscientiousness. 
Agreeableness is associated with interpersonal warmth, 
understanding, and compassion [78], so the social jus-
tice items illustrating unfairness and the items depicting 
loss of interpersonal interaction with healthcare pro-
viders might account for greater concern. If personality 
traits are involved in perceptions and acceptance of new 
AI-enabled healthcare technologies, this fact might be 
somewhat challenging to address given personality tends 
to be fixed in adulthood. Likewise, conservatism reflects 
a relatively stable set of deeper political and social beliefs, 
and while only weakly related to perceptions in this study, 
the potential for these beliefs to influence perceptions is 
worthy of further consideration.

It is also worth noting the typical response pattern 
when we presented participants with potential concerns 
and perceived benefits of AI technologies in healthcare 
and asked them to report how much these issues swayed 
their perceptions. Overall, participants reported a slight 
downtick towards more negative views when presented 
with concerns, and a slight uptick in favorability when 
presented with benefits. The benefits elicited a slightly 
stronger increase in perceptions than the decrease pro-
duced by concerns, which may suggest the importance of 
highlighting benefits of these technologies. However, the 
increase relative to the decrease in perceptions caused by 
concerns was small, and thus may not be clinically signifi-
cant. It will be necessary in future research to disentangle 
the relative risks and benefits that participants perceive 
and which tradeoffs, if any, they are comfortable with 
and in which healthcare contexts. A qualitative approach 
allowing participants to respond to healthcare scenarios 
in an open-ended fashion might be fruitful.

Moreover, we wrote items representing different types 
of concerns and benefits aiming to identify those that 
created the most worry and greatest enthusiasm. We 
anticipated participants would respond to distinct types 
of benefits and concerns (e.g., quality, privacy, and cost), 
and our cognitive interviews indicated participants dis-
tinguished the different domains addressed by the ques-
tions. However, factor analysis revealed two underlying 
response patterns reflecting a general extent of con-
cern and perceived benefit. It appears that participants 
responded to the benefit/concern (i.e., positive/negative) 
framing of the items, not necessarily to an evaluation of 
the specific underlying concern or benefit.

It could be that the positive/negative framing high-
lighted the emotional salience of the statements, so a 
general affective response (e.g., “I like or do not like that”) 

guided responses. Participants were also fairly young and 
likely to be digitally savvy [36]. They may be familiar with 
similar benefits (e.g., convenience and quality) and con-
cerns (e.g., cost and privacy) in other technologies gener-
ally, thus the various benefits and concerns may not elicit 
different response patterns. On the other hand, this pat-
tern of responding in general versus with attention to the 
specific issues might indicate that perceptions of these 
technologies are relatively tenuous, perhaps due to lim-
ited knowledge or experience with such technologies in 
healthcare.

The way these technologies are promoted to the pub-
lic is likely to be highly significant in fostering openness 
and positive perceptions. Early experiences patients have 
with AI-driven healthcare technologies will also likely 
have a strongly influence on views. When presented 
with novel, unfamiliar technologies, patients will need to 
trust the recommendations arising from these tools and 
engage with information provided by physicians [79]. In 
some cases, patients will need to directly engage with 
new tools, often in a sustained fashion over time [80]. To 
maximize the potential of these AI tools in healthcare, it 
is important to involve users and patient perspectives. 
Interdisciplinary collaborations among technology devel-
opers, informaticians, social scientists, and clinicians, 
and patient engagement experts will be best suited for 
this task in both the development and adoption stages 
[7, 81]. Implementation strategies can also be used to 
improve adoption, implementation, and sustainability 
of novel technologies in clinical care [82]. It will also be 
essential to address underrepresentation of certain popu-
lations in data and in uptake of new health technologies 
to address the potential for such tools to exacerbate long-
standing health disparities [22, 33, 50].

Limitations
Again, these findings should be considered in light of 
study limitations. In this exploratory study, we focused 
on obtaining a U.S. sample via MTurk. This approach 
offers a sample often more diverse than other sources of 
data but not truly representative of the U.S. population 
[34]. MTurk allowed us to obtain a cost effective, large 
sample of adults who live across the U.S., but follow-up 
studies should explore perspectives among samples that 
reflect greater diversity in race/ethnicity, community 
type (i.e., urban–rural), and educational levels. We also 
recommend further consideration of the potential for less 
favorable perceptions among older individuals, women, 
and those without full-time employment.

It is also of note that the cross-sectional nature of the 
study does not indicate if these views are stable over time. 
Additionally, MTurk participants may be particularly at 
ease with technologies and potentially more open. Our 
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method yielded scores reflecting overall extent of con-
cern and perceived benefit, though we aimed to elucidate 
views towards different kinds of concerns and benefits. 
Patients might demonstrate different views of distinct 
concerns and benefits if perceptions were measured in a 
different manner. For instance, if participants were asked 
to prioritize which of the concerns and benefits they 
viewed as most important relative to others.

Finally, it is difficult to completely rule out and address 
the potential for common source bias. For example, there 
is the potential for positive affectivity bias to jointly influ-
ence trust and openness in the measurement of percep-
tual variables [67, 83]. As described in the methods, we 
addressed common source bias through survey design, 
measuring the outcome variables using different scales 
and tasks than the predictor variables [68]. It is also 
notable that the variables examined here accounted for 
21–26% of the variance in the outcomes of interest, sug-
gesting that additional variables will need to be identified 
to fully understand perceptions of AI-enabled healthcare 
technologies.

Conclusion
Although the study has some limitations, the research 
provides a novel scenario-based approach to examining 
views that might be adapted in future studies. We found 
that a sample of relatively young U.S. adults was moder-
ately open to the AI-driven technologies presented in the 
healthcare scenarios. We further identified that it may be 
essential to attend to trust when aiming to foster accept-
ance of these novel healthcare innovations. Finally, we 
provided evidence that a combination of socio-demo-
graphics, health-related, and psychosocial variables may 
contribute to individuals’ perceptions and hope this study 
stimulates additional research.
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