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Abstract 

Background  The population diagnosed with renal cell carcinoma, especially in Asia, represents 36.6% of global cases, 
with the incidence rate of renal cell carcinoma in Korea steadily increasing annually. However, treatment options 
for renal cell carcinoma are diverse, depending on clinical stage and histologic characteristics. Hence, this study aims 
to develop a machine learning based clinical decision-support system that recommends personalized treatment 
tailored to the individual health condition of each patient.

Results  We reviewed the real-world medical data of 1,867 participants diagnosed with renal cell carcinoma 
between November 2008 and June 2021 at the Pusan National University Yangsan Hospital in South Korea. Data were 
manually divided into a follow-up group where the patients did not undergo surgery or chemotherapy (Surveillance), 
a group where the patients underwent surgery (Surgery), and a group where the patients received chemotherapy 
before or after surgery (Chemotherapy). Feature selection was conducted to identify the significant clinical factors 
influencing renal cell carcinoma treatment decisions from 2,058 features. These features included subsets of 20, 50, 
75, 100, and 150, as well as the complete set and an additional 50 expert-selected features. We applied representa-
tive machine learning algorithms, namely Decision Tree, Random Forest, and Gradient Boosting Machine (GBM). We 
analyzed the performance of three applied machine learning algorithms, among which the GBM algorithm achieved 
an accuracy score of 95% (95% CI, 92–98%) for the 100 and 150 feature sets. The GBM algorithm using 100 and 150 
features achieved better performance than the algorithm using features selected by clinical experts (93%, 95% CI 
89–97%).

Conclusions  We developed a preliminary personalized treatment decision-support system (TDSS) called “RCC-
Supporter” by applying machine learning (ML) algorithms to determine personalized treatment for the various clinical 
situations of RCC patients. Our results demonstrate the feasibility of using machine learning-based clinical decision 
support systems for treatment decisions in real clinical settings.
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Background
Cancer can occur in the renal parenchyma. Histologi-
cally, more than 90% of kidney cancer cases are attrib-
uted to renal cell carcinoma (RCC), of which 70% are 
clear cell RCC, 10–15% are papillary RCC, and 5% are 
chromophobe RCC [1]. In 2020, approximately 431,288 
individuals worldwide were newly diagnosed with kid-
ney cancer. The population diagnosed with RCC in Asia 
accounts for 36.6% of all RCC cases worldwide [2], and 
the incidence rate of RCC in South Korea is continu-
ously increasing every year [3]. In general, synchronous 
metastasis, which is generally defined as distant metas-
tasis that occurs with, or within the three-month inter-
val of the diagnosis, of the primary cancer, occurred 
in one-third of the newly diagnosed RCC patients and 
20–40% of local RCC patients [4, 5]. Furthermore, the 
10-year survival rate of patients with metastatic RCC 
was less than 5%, which is considered as a significantly 
malignant carcinoma [5–7].

A diverse range of treatment methodologies are avail-
able for RCC, such as such as active surveillance, partial 
nephrectomy, radical nephrectomy, chemotherapy, and 
cytoreductive nephrectomy combined with chemother-
apy, depending on the clinical stage and histologic char-
acteristics. Although clinical guidelines suggest standard 
treatment methods, in practice, different treatment 
methods are selected according to the various clinical 
conditions and characteristics of each patient [8]. There-
fore, patients are treated with different surgical meth-
ods and chemotherapeutic agents depending on their 
condition.

In large hospitals in South Korea, the ratio of patients 
to clinicians is enormous, resulting in significantly short 
clinical practice hours per person. In this scenario, cli-
nicians face difficulty in explaining the various treat-
ment methods to each patient so that he/she can make 
an informed decision about the appropriate one. There-
fore, the development of a clinical decision-support sys-
tem (CDSS) for clinicians and patients with personalized 
standards of examination and treatment is required. This 
can be achieved by implementing artificial intelligence 
(AI)-based automatic treatment protocols suitable for the 
health condition of each patient.

In the field of medical AI, research on the development 
of a CDSS that can be customized for a specific disease 
using various AI algorithms to implement precision 
medicine based on medical big data has been actively 
conducted [9–18]. However, in the case of kidney cancer, 
few studies have applied AI because of the heterogeneous 
format and unstructured nature of medical data, such 
as pathology reports or radiology data. To address this 
challenge, multi-institutional international joint research 
using a common data model (CDM) that standardizes 

medical terminology and database structures has been 
actively conducted [19, 20].

In this study, real-world medical data comprising both 
structured data, which were obtained using the CDM 
constructed at our hospital, and unstructured data, 
namely pathologic results and computed tomography 
(CT) readings, which are the most important data for 
RCC treatments, were collected. All data were preproc-
essed to construct an RCC-related standard large data-
base that could be used for downstream analyses. The 
purpose of this study was to develop a preliminary per-
sonalized treatment decision-support system (TDSS) 
called “RCC-Supporter”, applying machine learning (ML) 
algorithms to determine personalized treatment custom-
ized for the various clinical situations of RCC patients. 
We believe that our research will help clinicians execute 
more precise decisions regarding the optimal treatment 
options for RCC in a clinical setting.

Methods
Study design
We conducted a retrospective observational study to 
evaluate the possibility of developing a decision-making 
support system for treating RCC, called “the RCC-Sup-
porter,” based on the real-world data (RWD) obtained 
from a hospital. We reviewed the de-identified data of 
1,876 participants diagnosed with RCC between Novem-
ber 2008 and June 2021 at the Pusan National Univer-
sity Yangsan Hospital (PNUYH) in South Korea. The 
Observational Medical Outcomes Partnership (OMOP) 
CDM is a medical data standard adopted by the Obser-
vational Health Data Sciences and Informatics consor-
tium to systematically analyze data not only in South 
Korea but also in North America, Europe, and Asia [38]. 
The CDM standardizes diverse hospital data into a uni-
fied database format, enabling collaborative research 
across various medical institutions globally. We gathered 
structured data from the OMOP CDM in conjunction 
with unstructured data, such as radiology reports, from 
electronic health records (EHRs) to construct a standard 
RCC big database. Feature selection was performed using 
the random forest ML algorithm to identify the impor-
tant factors that affect RCC treatment decisions. We then 
employed tree-based explainable ML and ensemble algo-
rithms to formulate a refined RCC-Supporter. Finally, the 
performances of the algorithms were evaluated based on 
four metrics: precision, recall, F1-score, accuracy score, 
and ROC curve for the overall performance. This study 
was conducted in accordance with the Declaration of 
Helsinki, reported according to the Strengthening the 
Reporting of Observational Studies in Epidemiology 
statement, and approved by the Institutional Review 
Board (IRB) of PNUYH, which waived the requirement 
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for an IRB review in this study (IRB No. L-2020-466, 
2020/10/25). Patient consent was waived due to the data 
for this study being de-identified and based on longitudi-
nal observational health data.

Data preparation
Participants newly diagnosed with rcc during hospital 
visits were reviewed. we obtained the data of 1,867 indi-
viduals from the omop cdm, which were converted from 
ehrs obtained from 2008 to 2021 at pnuYH. As a ter-
tiary referral hospital, PNUYH has recently converted 
RWD, such as EHRs, into OMOP CDM. Structured data 
of the participants were collected from OMOP CDM 
tables, including “Person” (demographic information), 
“Condition” (diseases diagnosed during hospital visits), 
“Measurement” (laboratory results), “Procedures” (sur-
gery information), and “Drug” (prescription drug infor-
mation). Unstructured data, such as pathology reports 
and CT readings, which are the most important data for 
deciding the cancer treatment methods, were directly 
extracted from the EHRs with the cooperation of the 
hospital information and computer systems management 
team. All data were de-identified before collection and 
were validated by clinical experts.

Data preprocessing
We defined the “index date” as the date on which the 
participants were newly diagnosed with RCC during the 
first hospital visit. The information related to RCC was 
extracted from the OMOP CDM condition table based 
on the OMOP CDM disease concept codes correspond-
ing to the 10th revision of the International Classification 
of Diseases (ICD-10) and Systematized Nomenclature of 
Medicine — Clinical Terms (SNOMED-CT).

We examined the demographic information, such as 
age and gender, on the index date. The laboratory test 
results, including creatinine, hemoglobin, and lactate 
dehydrogenase (LDH) values for a period of seven days 
before and after the index date, all prescription drugs, 
and procedure information after the index date were 
extracted. Pathology and CT results were obtained at the 
closest dates before and after the index date.

As numerical and categorical data were mixed in the 
collected data, preprocessing was performed to con-
vert them to numeric data for downstream data analy-
sis. The standard scaling method that assigns the values 
of 0 and 1 to the mean and standard deviation, respec-
tively, was applied to all numerical data before further 
analysis. The pathology and radiology results, which are 
unstructured, common, and essential features for RCC 
treatment decisions, were extracted in consultation with 
clinical experts. Missing values in the data were replaced 
using the multivariate imputations by chained equations 

(MICE) package in the R software. Among the patient 
data, cases with more than 50% missing values and out-
liers outside the standard distribution of data were 
excluded.

Machine learning analysis
The treatment methods were divided into three groups 
to determine the feasibility of the system and evaluate 
its performance. A urology clinician at PNUYH labeled 
the treatment methods based on the CT reading results, 
which is a critical criterion for all participants. Thus, the 
patients were divided into a follow-up group that did not 
receive surgery or chemotherapy (Group1-Surveillance), 
a group that underwent surgery (Group2-Surgery), and a 
group that received chemotherapy before or after surgery 
(Group3-Chemotherapy) (Fig. 1).

Based on the constructed standard RCC big data, ML 
algorithms were written to develop a TDSS. The algo-
rithms extracted 2,062 features from the medical data 
(including the CDM data), which included the basic 
information of the patient, laboratory test information, 
and prescription drug information, in addition to pathol-
ogy reports and CT readings extracted from the EHR. 
Feature selection using a random forest algorithm was 
performed to identify important features that affect the 
classification of renal cancer treatment methods. Addi-
tionally, after ranking by feature selection across the 
entire dataset, features ranked 20, 50, 75, 100, and 150 
were selected as feature sets, respectively, to see how the 
number of features affects classification performance. 
Moreover, 50 features selected by clinicians (Expert50) 
were added to compare the feature selection method. 
Furthermore, to investigate the potential for improv-
ing accuracy, we combined selected features obtained 
from different methods and utilized them as inputs for 
machine learning. This process involved various combi-
nations, including RF features with expert features, RF 
features with GBM features, GBM features with expert 
features, as well as combinations of GBM, RF, and expert 
features.

In this research, we chose an interpretable decision-
tree model to generate treatment decisions that can be 
readily comprehended by both clinicians and patients in 
a clinical setting. We employed the random forest algo-
rithm, an ensemble model based on decision tree princi-
ples known for its exceptional performance in ML tasks, 
in conjunction with the GBM, which is recognized for its 
ability to mitigate overfitting in datasets with imbalances. 
To validate the stability of machine learning models, 
nested cross-validation with stratified N-fold cross-val-
idation techniques were used. Nested cross-validation 
is an approach to overcome the overfitting problem 
and to reduce the bias in performance evaluation [39]. 
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Hyperparameters were optimized using GridSearchCV() 
function in Python. Finally, we evaluated the perfor-
mance of ML algorithms. Our study can be regarded as 
a multi-class classification problem for classifying three 
categories. Therefore, we employed precision, recall, F1 
score, and accuracy suitable for multi-class problems 
[40]. Additionally, ROC curves were generated to assess 
the overall performance of each algorithm for each fea-
ture set [41]. In this study, the classes to be predicted 
are three treatment methods: class 1- Surveillance, class 
2- Surgery, and class 3- Chemotherapy. It can be consid-
ered as a multi-class classification problem to predict one 
of the three treatment methods. The task of generating 
a confusion matrix for multi-class classification involves 
binary classification for each class, resulting in separate 
counts of True Positive (TP), True Negative (TN), False 
Positive (FP), and False Negative (FN) for each class. That 
is, taking the Surveillance class as the reference, Surveil-
lance becomes Positive while surgery and chemotherapy 
become Negative. Similarly, surgery and chemotherapy 
classes also generate their own TP, TN, FP, FN counts 
in this manner. Performance evaluation metrics such as 
precision, recall, F1-score, and accuracy were computed 
based on the calculated confusion matrix on the test set 
using the optimal set of hyperparameters. Furthermore, 
in binary classification, ROC curves plot Sensitivity 

against 1-specificity. However, in the case of multi-class 
classification, there are different methods to aggregate 
values calculated from each confusion matrix into a sin-
gle value. One approach is the Micro Average method, 
where TP is calculated as the sum of TP for each class 
(e.g., TP for Surveillance + TP for Chemotherapy + TP for 
Surgery). Another method is the Macro Average method, 
where evaluation metrics are computed for each class 
separately, and then averaged to obtain an overall metric. 
We utilized the Macro Average method in our analysis.

Results
Schematic overview of the study
We identified 1,867 (63% male, 37% female) participants 
who were diagnosed with RCC between 2008 and 2021. 
Details of the number of participants, and their gender, 
and age of participants under the categories of Group 1 
(Surveillance), Group 2 (Surgery), and Group 3 (Chemo-
therapy) are listed in Table 1. The age of the participants 
ranged between 17 and 88 years. Overall, 2,062 features 
of the RCC data were used.

Data preprocessing
Due to the incomplete characteristics of the real-world 
data (RWD), we preprocessed the dataset without loss 
of any clinical information. Data imputation was applied 

Fig. 1   Grouping participants according to simplified treatment methods. Benign renal diseases such as Bosniak classification 1 and 2 of renal cyst, 
angiomyolipoma, and oncocytoma in the CT readings were classified as surveillance. Surgery is performed when RCC and Bosniak classification 
3 and 4 of renal cyst with possible malignancy are suspected in the CT readings. In addition, according to the TNM stage, low stage was classified 
as surveillance or surgery, and high stage was classified as surgery or chemotherapy
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if the features had missing values using predictive mean 
matching techniques in the multivariate imputations by 
chained equations (MICE) package provided in the R 
software [21]. After removing the outliers, the final num-
ber of features for modeling was 2,058. Table 2 summa-
rizes the source and data types of the features extracted 
from the dataset. Then, we applied standard scaling 
method to improve the performance the ML algorithms.

Feature selection
Feature selection was performed using the random for-
est algorithm to reduce the complexity of the model. 
Moreover, this also accounts for the fact that clini-
cians generally check fewer than 50 factors when 
making treatment decisions. Therefore, we identified 
the most effective number of features by testing the 
algorithms using 20, 50, 70, 100, and 150 features out 
of 2,058 features. Additionally, another 50 features 
(Expert50) were manually selected by the clinician to 
compare the results with those of the feature selection 
method. Among them, the common top ten features 
were selected by performing feature selection from 
2,058 features (Table  3). These were consistent with 
the important factors that determine the treatment of 
RCC patients in practice. Among the selected features, 
the top five features were the diagnosis name (RCC), 
which represents the most important clinical diagno-
sis, and clinical stages where the overall stage is deter-
mined after the cancer is assigned a letter or number 
to describe the tumor (T), node (N), and metastasis 
(M) categories in the CT readings. Moreover, the 6th 
to 10th features were important diagnostic laboratory 

test information related to RCC in the clinical field. 
Most important feature was ‘RCC IN CT’. ‘RCC IN CT’ 
refers to the radiological diagnosis of kidney cancer in 
the CT readings. ‘T nan IN CT’ refers to the T (tumor 
size) stage itself, although the exact stage referred to in 
the CT readings is not mentioned. ‘N nan IN CT’ also 
refers to the N (metastasis of lymph node) stage, but 
the exact stage mentioned in the reading is unknown.

‘N 0 IN CT’ refers to the initial N stage without 
metastasis of lymph node in the CT readings. ‘T 1 IN 
CT’ refers to the early T stage in which the tumor size 
is 7 cm or less in the CT readings. In lab tests, alka-
line phosphatase (ALP) is an enzyme present in the 
bile duct in hepatocytes and is rapidly elevated mainly 
in bile excretion disorders. In addition, it is present 
in most organs such as bones, placenta, and small 

Table 1  Distribution of study participants

Group1 (Surveillance) Group2 (Surgery) Group3 (Chemotherapy) Total

Number of participants 748 (40%) 893 (48%) 226 (12%) 1867 (100%)

Gender

  Male 432 (58%) 590 (66%) 163 (72%) 1185 (63%)

  Female 316 (42%) 303 (34%) 63 (28%) 682 (37%)

   Age (years) 57.36 ± 13.56 60.75 ± 12.90 64.37 ± 12.15

Table 2  Data types of features

Features No. Source Data types

1–10 Basic demographic information Category (yes: 1, no: 0), Numeric

11–42 CT report Category (yes: 1, no: 0)

43–244 Measurement Category (yes: 1, no: 0), Numeric

245–577 Procedure (Operation) Category (yes: 1, no: 0)

578–2062 Drug Category (yes: 1, no: 0)

Table 3  Top 10 ranked features according to feature selection 
algorithm

Rank Feature Importance Data source

1 RCC IN CT CT readings

2 T nan IN CT

3 N nan IN CT

4 N 0 IN CT

5 T 1 IN CT

6 Alkaline phosphatase Lab test

7 Hemoglobin

8 Red blood cell count

9 Hematocrit

10 Lactate dehydrogenase
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intestine, so it can increase in diseases of those organs. 
Hemoglobin, Hematocrit, and red blood cell count are 
items in the complete blood count (CBC) test, which 
is the most basic blood test item in lab tests, and are 
items related to blood cells. Lactate dehydrogenase 
(LDH) is one of the enzymes that act when glucose is 
broken down and converted into energy. It is contained 
in many tissue cells, so when cells are destroyed, LDH 
in the blood increases. Blood LDH is often highly active 
in malignant tumors, liver diseases, heart diseases, 
blood diseases, etc., and is a useful test for screening 
these diseases.

Machine learning algorithms
To develop our treatment decision support system, 
“RCC-Supporter”, we used an explainable decision tree 
(DT) algorithm and two ensemble algorithms, namely 
random forest (RF) and Gradient Boosting Machine 
(GBM). The decision tree is an algorithm that generates 
explainable classification rules by automatically identify-
ing specific conditions by learning from data and creating 
a binary tree for prediction [22]. It is a significantly use-
ful algorithm for non-ML experts to interpret the results. 
Therefore, this algorithm is useful for deriving results 
that can be intuitively understood by clinical experts and 
patients in the medical field. The random forest algo-
rithm is an ensemble algorithm that generates multiple 
decision trees by applying a bagging method, and it sub-
sequently aggregates the results for prediction [23]. It is 
the most popular ML algorithm because it reduces the 
risk of overfitting in limited data and can represent the 
importance of features with a classification indicator. The 
GBM algorithm applies a boosting method that gradually 
improves the errors by assigning weights to erroneously 
predicted data in imbalanced data [24–26]. We adopted 
these ensemble algorithms to reduce overfitting as our 
data were imbalanced as shown in Table 1.

To validate the stability of our machine learning mod-
els, we applied nested cross-validation (10 outer itera-
tions and 3 inner iterations) using stratified 10-fold 
cross-validation techniques. As a result, each model 
underwent a training process 300 times. The mod-
els’ optimal hyperparameters were tuned using the 
GridSearchCV function in the Scikit-Learn module of 
Python [27]. As shown in Table  4, for the decision tree 
and random forest algorithms, the depth of the model 
(max_depth) and the minimum number of samples (min_
samples_split) for each node in the tree were adjusted to 
prevent overfitting. The random forest method also con-
sidered the number of classifiers to be created (n_estima-
tors). For the GBM, the depth of the model (max_depth), 
number of classifiers (n_estimators), and learning rate 
applied during each training iteration were adjusted.

Predictive performance
Table 5; Fig. 2 summarize the performances of the three 
machine learning algorithms based on seven differ-
ent feature sets: 20, 50, 75, 100, 150, all, and 50 expert-
selected (Expert50) features. Performance evaluation 
metrics such as precision, recall, F1-score, and accuracy 
were computed based on the generated confusion matrix 
for multi-class classification on the test set using the 
optimal set of hyperparameters. The performance scores 
are reported with 95% confidence intervals (CI), assum-
ing a Gaussian distribution for the population. In terms 
of accuracy, the score tended to increase with the num-
ber of features. For the 150-feature set, the decision tree, 
random forest, and GBM algorithms achieved accuracy 
values of 92% (95% CI, 88–96%), 93% (95% CI, 89–97%), 
and 95% (95% CI, 92–98%), respectively. Our evaluation 
results indicate that feature sets with either 100 or 150 
features outperformed sets with differing feature counts. 
Since the performance of the algorithm using the feature-
selection methods was nearly identical to that using fea-
tures selected by clinicians, we conclude that algorithms 

Table 4  Best tuned hyperparameters for the machine learning models

Model Parameters Hyperparameter values for each feature set

20 50 75 100 150 All Export50

Decision Tree max_depth 4 4 6 6 6 6 5

min_samples_split 13 22 21 21 20 21 17

Random Forest n_estimators 300 200 250 250 200 300 250

max_depth 13 14 15 14 15 13 13

min_samples_split 9 10 9 8 8 8 10

GBM n_estimators 200 250 250 300 300 300 300

max_depth 7 7 5 5 5 5 7

learning_rate 0.05 0.1 0.1 0.01 0.05 0.05 0.01
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Fig. 2  Comparison of the decision tree, random forest and gradient boosting machine performance after feature selection. The performances 
of the three machine learning algorithms based on seven different feature sets, namely with 20, 50, 75, 100, 150, all, and 50 expert-selected 
(Expert50) feature sets
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utilizing the appropriate number of features demonstrate 
high reliability.

However, the primary objective of this study is to 
maximize accuracy to assist clinicians in their treat-
ment decision-making process. Hence, rather than rely-
ing exclusively on a single feature selection method like 
RF, we employed multiple feature selection strategies to 
enhance accuracy. Specifically, we combined RF selected 
features with expert selected features (100 features), RF 
features with GBM features (100 features), GBM fea-
tures with expert features (100 features), and GBM, RF, 
and expert features (150 features). Subsequently, we con-
ducted DT, RF, and GBM algorithms using these four 
combined feature sets as inputs using optimal param-
eters. The results of this analysis are presented in Table 6; 
Fig. 3. However, we found that the results did not show 
any significant improvement.

Finally, we analyzed the receiver operating character-
istic (ROC) curves to assess the overall performance of 
the algorithms across different feature sets. As shown in 
Fig. 4, the GBM algorithm, when performed with either 
100 or 150 features, achieved the highest area under the 
curve (AUC) of 0.87. In conclusion, a TDSS that employs 
ensemble ML algorithms and incorporates more than 
100 features from real-world medical data is consistent 
with a clinician’s decision-making process for RCC treat-
ment methods. These results highlight the feasibility and 
potential use of the proposed system.

Discussion
This preliminary study aims to enhance the challenging 
medical environment by facilitating seamless and precise 
patient-specific treatment methods through a CDSS lev-
eraging by big data and AI. To this end, we constructed 
RCC-related big data using information from a CDM—
structured data designed for multicenter studies—and 
electronic medical records, which contain unconven-
tional clinical data. Our exploratory efforts to develop a 
personalized TDSS focus on two primary objectives: to 
assist clinicians in determining standardized and optimal 
treatment protocols across diverse clinical situations, and 
to support individualized treatment decisions tailored to 
each patient.

Currently, the majority of AI research associated with 
RCC is based on radiomics using CT images, prognosis 
prediction models using ML or deep learning, and stud-
ies using messenger ribonucleic acid (RNA) and micro-
RNA panels from The Cancer Genome Atlas. However, 
the literature contains no studies related to personalized 
TDSSs in the real world [28–31].

This research is a pilot study on a TDSS for RCC 
using ML algorithms. For the applicability, feasibility, 
and performance evaluation of the system based on 

CT readings, which are the most important points of 
assessment for disease diagnosis, a urologic oncologist 
at a single center divided the treatment methods into 
three groups by simplifying them. This classification 
was based only on CT readings and may differ from 
the treatments administered to patients in practice and 
standard guidelines. This is because, when deciding a 
treatment method in clinical research, the treatment 
method is ultimately decided considering various clini-
cal scenarios (tumor location, diameter, shape, presence 
or absence of thrombosis, metastasis, general abdomi-
nal condition, and adhesion with adjacent organs on 
CT images, laboratory results related to RCC, Interna-
tional Metastatic RCC Database Consortium criteria, 
history of previous abdominal surgeries, patient prefer-
ence, and cancer insurance, etc.). In a follow-up study, 
we intend to construct multicenter RCC big data and 
upgrade the development system in a situation similar 
to the real world by considering more diverse clinical 
scenarios.

The top ten features obtained by performing feature 
selection were consistent with the significant clinical 
features of RCC, which are considered the most impor-
tant features by urologic oncologists when deciding the 
treatment plans in practice (Table  3). Among them, the 
top five features were the diagnosis name (RCC) and 
TNM clinical stage in the CT readings, which are the 
most important factors for determining the progno-
sis for patients with RCC in practice. In particular, the 
lymph node (N) plays a crucial role in deciding whether a 
patient should undergo surgical treatment or chemother-
apy. Moreover, the selected features ranked 6th to 10th 
were primarily laboratory test indicators related to RCC. 
Alkaline phosphatase (ALP) acts as a marker enzyme of 
the brush border membrane of renal proximal tubular 
cells. Notably, a diminished ALP activity in RCC patients 
correlates with decreased cancer-specific survival rates. 
Metrics like the albumin content to ALP ratio and lipid 
profiles also emerge as unfavorable prognostic indica-
tors for RCC [32–36]. Both hemoglobin and hematocrit 
serve as vital determinants in choosing the appropriate 
surgical treatment method and in prognostic evaluations, 
as highlighted in the treatment guidelines for advanced 
RCC patients [8]. LDH, a glycolytic enzyme, facilitates 
the transformation of pyruvate into lactate, potentially 
holding significance in tumor metabolism [37]. Serum 
LDH levels stand out as key biomarkers in assessing the 
prognosis and oncological outcomes of RCC [40]. The 
performance evaluation of models based on the Expert50 
feature set closely resembled those trained after selecting 
features from the feature set. Therefore, we suggest that 
our RCC-Supporter can be integrated into the TDSS for 
RCC in a clinical setting.
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Fig. 3   Comparison of the decision tree, random forest and gradient boosting machine performance with combined feature sets from different 
algorithms. (1) The combination of RF-selected features with expert-selected features. (2) Combination of RF features with GBM features, (3) 
Combination of GBM features with expert features, and (4) Combination of GBM, RF, and expert features
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However, this study presents several limitations and 
concerns. Firstly, the dataset comprises only structured 
and unstructured data from a single institution, poten-
tially leading to a limited patient count for the develop-
ment of AI algorithms. Nonetheless, as we are in the 
process of aggregating multicenter data, this approach is 
anticipated to be scalable to extensive big data in future 
phases. Secondly, while the current model uses textual 
data for pathological results and CT readings, future 
iterations aim to incorporate pathologic slide images and 
CT scans to enhance the comprehensiveness and sophis-
tication of the CDSS. Thirdly, an exploration into cases 
where the model made incorrect predictions would be 
highly informative. The original treatment groups clas-
sified in this study and the treatment groups predicted 
by a machine learning algorithm using expert-selected 
features were confirmed, and a total of 166 patients 
(8.9%) were classified differently. When the predicted 
factors were analyzed through multivariate analysis, 
the representative factors were age (OR 1.243 [1.037–
1.490], P = 0.018) and T_nan (OR 7.324 [3.762–14.255], 
P < 0.001). In the clinical real world, although surgical 
treatment is possible for elderly patients, they are often 
subjected to active surveillance or observation due to 
the risks of surgery. Additionally, even though elderly 
patients may need chemotherapy, they are often unable 
to receive it or refuse it. In the case of the T_nan factor, 
it can be said to be the most significant factor in decid-
ing treatment. This study analyzed CT reading text files. 
Since there were cases where the specific T stage was not 
mentioned in the reading, a more accurate system could 
be implemented if correction was made for this. In addi-
tion, treatment groups were classified based on a urolo-
gist’s judgment by only looking at the collected data from 
a single institution, and this was compared and analyzed 
with a machine learning algorithm. This may differ from 
the actual treatment these patients received. The pre-
diction and performance of the model can be improved 

by using big data from multiple institutions and includ-
ing a larger amount of clinical data, including radiologic 
images, pathologic slides, clinical history, and clinical 
manifestations. Lastly, it’s important to note that actual 
patient treatments may differ from the treatment sce-
narios considered in this study. The classification of each 
patient’s treatment was based on international guidelines 
as closely as possible using the available data. However, 
in an actual clinical environment, different treatments 
are often selected for each patient than those suggested 
in the guidelines due to various clinical situations. For 
example, for a patient with a 3 cm small RCC mass in 
the right kidney, partial nephrectomy is recommended 
according to the guidelines. However, even for this small 
mass, radical nephrectomy can be performed if it is adja-
cent to surrounding major vessels or due to underlying 
disease. Therefore, to develop a more sophisticated sys-
tem, comparative analysis of treatment using this system 
and actual treatment received by patients, and further 
research using real-world data from multiple centers and 
that covers diverse clinical conditions is essential.

Conclusions
In this study, real-world medical big data on renal cell 
carcinoma patients were collected from a single center. 
Based on this big data, a preliminary treatment decision-
support system (TDSS) was developed for the first time 
by applying well-known machine learning algorithms 
such as Decision Tree, Random Forest, and Gradient 
Boosting Machine. This system aims to provide personal-
ized treatment to overcome the difficulties in treatment 
selection according to various individual clinical situa-
tions, and its feasibility has been confirmed. In the future, 
we plan to enhance the system by incorporating multi-
center clinical big data to consider more complex clinical 
situations and to validate its applicability in real clinical 
settings.

Fig. 4   The ROC curves indicating the overall performance of the machine algorithms. The Gradient Boosting Machine has an AUC of 0.87



Page 13 of 14Song and Park ﻿BMC Medical Informatics and Decision Making          (2024) 24:259 	

Abbreviations
ALP	� Alkaline phosphatase
AUC​	� Area under the curve
CDM	� Common data model
CDSS	� Clinical decision support system
CT	� Computed tomography
DT	� Decision Tree
EHR	� Electronic health record
GBM	� Gradient boosting machine
LDH	� Lactate dehydrogenase
MICE	� Multivariate imputations by chained equations
OMOP	� Observational Medical Outcomes Partnership
RF	� Random Forest
RCC​	� Renal cell carcinoma
ROC	� Receiver operating characteristics
RWD	� Real-world data
TDSS	� Treatment decision support system
TNM	� Tumor (T), node (N), and metastasis (M)
ICD	� 10 International Classification of Diseases 10th Revision
SNOMED-CT	� Systematized Nomenclature of Medicine-Clinical Terms

Acknowledgements
We acknowledge Medical Information teams in the PNUYH for providing CDM 
data.

About this supplement
This article has been published as part of BMC Medical Informatics and 
Decision Making Volume 24 Supplement 2, 2024: Proceedings of the 16th 
International Conference on Data and Text Mining in Biomedical Informatics 
(DTMBIO 2022): medical informatics and decision making. The full contents 
of the supplement are available online at https://​bmcme​dinfo​rmdec​ismak.​
biome​dcent​ral.​com/​artic​les/​suppl​ements/​volume-​24-​suppl​ement-2.

Authors’ contributions
Conceptualization, M.P.; methodology, M.P.; software, M.P.; validation, W.S.; 
formal analysis, M.P.; investigation, W.S.; resources, W.S.; data curation, W.S.; 
writing—original draft preparation, M.P. and W.S.; writing—review and 
editing, M.P. and funding acquisition, W.S. and M.P.; All authors reviewed the 
manuscript.

Funding
This work was  supported by the Research Institute for Convergence of 
Biomedical Science and Technology at Pusan National University Yangsan Hos-
pital (20-2021-006) and the National Research Foundation of Korea (NRF) grant 
funded by the Korea government (MSIT) (No. RS-2023-00252141). The funding 
of conceptualization, design, data collection, and analysis of this study was 
supported by the Research Institute for Convergence of Biomedical Science 
and Technology at Pusan National University Yangsan Hospital (20-2021-006) 
and the National Research Foundation of Korea (NRF) grant funded by the 
Korea government (MSIT) (No. RS-2023-00252141). The funding of decision 
to publish and preparation of the manuscript was supported by the National 
Research Foundation of Korea (NRF) grant funded by the Korea government 
(MSIT) (No. RS-2023-00252141).

Availability of data and materials
The datasets generated and/or analyzed during the current study are not pub-
licly available due to the hospital policy but are available from the correspond-
ing author on reasonable request.

Declarations

Ethics approval and consent to participate
This study was conducted in accordance with the Declaration of Helsinki, 
reported according to the Strengthening the Reporting of Observational 
Studies in Epidemiology statement, and approved by the Institutional Review 
Board (IRB) of Pusan National University Yangsan Hospital, which waived the 
requirement for an IRB review in this study (IRB No. L-2020-466, 2020/10/25).

Consent for publication
Patient consent was waived due to the data for this study being de-identified 
and based on longitudinal observational health data.

Competing interests
The authors have no competing interests.

Author details
1 Department of Urology, Pusan National University School of Medicine, Yang-
san, Republic of Korea. 2 Department of Urology, Pusan National University 
Yangsan Hospital, Yangsan, Republic of Korea. 3 Department of Computer 
Engineering, Kyungnam University, 7, Gyeongnamdaehak‑ro, Masanhappo‑gu, 
Changwon‑si 51767, Gyeongsangnam‑do, Republic of Korea. 

Received: 12 April 2023   Accepted: 30 August 2024

References
	1.	 Moch Holger, Cubilla Antonio L, Humphrey Peter A, et al. The 2016 WHO 

classification of Tumours of the urinary system and male genital organs-
Part A: renal, Penile, and testicular tumours. Eur Urol. 2016;70(1):93–105.

	2.	 Ferlay HSJ, Siegel RL, et al. Global Cancer statistics 2020: GLOBOCAN 
estimates of incidence and Mortality Worldwide for 36 cancers in 185 
countries. CA Cancer J Clin. 2021;71(3):209–49.

	3.	 https://​ncc.​re.​kr/​cance​rStat​sView.​ncc , May 19, 2023.
	4.	 Rabinovitch RA, Zelefsky MJ, Gaynor JJ, et al. Patterns of failure following 

surgical resection of renal cell carcinoma: implications for adjuvant local 
and systemic therapy. J Clin Oncol. 1994;12(1):206–12.

	5.	 Bukowski RM. Natural history and therapy of metastatic renal cell carci-
noma: the role of interleukin-2. Cancer. 1997;80(7):1198–220.

	6.	 Motzer RJ, Mazumdar M, Bacik J, Berg W, et al. Survival and prognostic 
stratification of 670 patients with advanced renal cell carcinoma. J Clin 
Oncol. 1999;17(8):2530–40.

	7.	 Motzer RJ, Russo P. Systemic therapy for renal cell carcinoma. J Urol. 
2000;163(2):408–17.

	8.	 Robert J, Motzer E, Jonasch N, Agarwal, et al. Kidney Cancer, Version 
3.2022, NCCN Clinical Practice guidelines in Oncology. J Natl Compr Canc 
Netw. 2022;20(1):71–90.

	9.	 Xia Jiang A, Wells A, Brufsky, et al. A clinical decision support system 
learned from data to personalize treatment recommendations towards 
preventing breast cancer metastasis. PLoS ONE. 2019;14(3):e0213292.

	10.	 Berkan Sesen M, Nicholson AE, Banares-Alcantara R, et al. Bayesian 
networks for clinical decision support in lung cancer care. PLoS ONE. 
2013;8(12):e82349.

	11.	 Kavishwar B, Wagholikar KL, MacLaughlin MR, Henry, et al. Clinical deci-
sion support with automated text processing for cervical cancer screen-
ing. J Am Med Inf Assoc. 2012;19(5):833–9.

	12.	 Barkan E, Porta C, Rabinovici-Cohen S, Tibollo V, Quaglini S, Rizzo M. Arti-
ficial intelligence-based prediction of overall survival in metastatic renal 
cell carcinoma. Front Oncol 2023;Feb. 2023;16:131021684.

	13.	 Giulietti M, Cecati M, Sabanovic B, Scirè A, Cimadamore A, Santoni M, 
Montironi R, Piva F. The role of artificial intelligence in the diagnosis and 
prognosis of renal cell tumors. Diagnostics. 2021;11(2):206.

	14.	 Shehata M, Abouelkheir RT, Gayhart M, Van Bogaert E, Abou El-Ghar M, 
Dwyer AC, Ouseph R, Yousaf J, Ghazal M, Contractor S, El-Baz A. Role of 
AI and radiomic markers in early diagnosis of Renal Cancer and Clinical 
Outcome Prediction: a brief review. Cancers. 2023;15(10);2835.

	15.	 Tutun S, Johnson ME, Ahmed A, Albizri A, Irgil S, Yesilkaya I, Ucar EN, Sen-
gun T, Harfouche A. An AI-based decision support system for predicting 
mental health disorders. Inf Syst Front. 2023;25(3):1261–76.

	16.	 Rajaei F, Cheng S, Williamson CA, Wittrup E, Najarian K. AI-Based deci-
sion support system for traumatic Brain Injury: a Survey. Diagnostics. 
2023;13(9):1640.

	17.	 Higgins O, Short BL, Chalup SK, Wilson RL. Artificial intelligence (AI) and 
machine learning (ML) based decision support systems in mental health: 
an integrative review. Int J Ment Health Nurs. 2023;32(4):966–78.

https://bmcmedinformdecismak.biomedcentral.com/articles/supplements/volume-24-supplement-2
https://bmcmedinformdecismak.biomedcentral.com/articles/supplements/volume-24-supplement-2
https://www.ncc.re.kr/cancerStatsView.ncc


Page 14 of 14Song and Park ﻿BMC Medical Informatics and Decision Making          (2024) 24:259 

	18.	 Braun M, Hummel P, Beck S, Dabrock P. Primer on an ethics of AI-based 
decision support systems in the clinic. J Med Ethics. 2020;Apr 3;47(12):e3.

	19.	 Borim Ryu E, Yoon S, Kim, et al. Transformation of Pathology Reports into 
the Common Data Model with Oncology Module: use case for Colon 
cancer. J Med Internet Res. 2020;22(12):e18526.

	20.	 Seo SI, Park CH, You SC, et al. Association between proton pump inhibitor 
use and gastric cancer: a population-based cohort study using two differ-
ent types of nationwide databases in Korea. Gut. 2021;70(11):2066–75.

	21.	 Van Buuren S. Flexible Imputation of Missing Data. 2nd ed. Boca Raton, 
FL.: Chapman Hall/CRC; 2018.

	22.	 Yan-Yan Song, Ying Lu et al. Decision tree methods: applications for clas-
sification and prediction. Shanghai Arch Psychiatry. 2015;27(2):130-5.

	23.	 Breiman, Leo. Random forests. Machine learning. 2001;45(1):5-32.
	24.	 Alexey Natekin, Alois Knoll. Gradient boosting machines, a tutorial. Front 

Neurorobot. 2013;7:21.
	25.	 Bakas S, Reyes M, Jakab A et al. Identifying the best machine learning 

algorithms for brain tumor segmentation, progression assessment, and 
overall survival prediction in the BRATS challenge. arXiv; 2018;1811.02629,

	26.	 Song X, Waitman LR, Hu Y et al. Robust clinical marker identification for 
diabetic kidney disease with ensemble feature selection. Journal of the 
American Medical Informatics Association. 2019;26(3):242-53.

	27.	 Pedregosa, Fabian et al. Scikit-learn: Machine learning in Python. J Mach 
Learn Res. 2011;12:2825-30

	28.	 28.Seyed Mahdi Hosseiniyan Khatibi, Mohammadreza Ardalan, Moham-
mad Teshnehlab. Panels of mRNAs and miRNAs for decoding molecular 
mechanisms of Renal Cell Carcinoma (RCC) subtypes utilizing Artificial 
Intelligence approaches. Sci Rep. 2022;12(1):16393.

	29.	 Zine-Eddine Khene, Romain Mathieu, Benoit Peyronnet et al. Radiomics 
can predict tumour response in patients treated with Nivolumab for a 
metastatic renal cell carcinoma: an artificial intelligence concept. World J 
Urol. 2021;39(9):3707-09.

	30.	 Moozhan Nikpanah, Ziyue Xu, Dakai Jin et al. A deep-learning based 
artificial intelligence (AI) approach for differentiation of clear cell renal 
cell carcinoma from oncocytoma on multi-phasic MRI. Clin Imaging. 
2021;77:291-298.

	31.	 Pouria Yazdian Anari, Nathan Lay, Nikhil Gopal et al. An MRI-based radi-
omics model to predict clear cell renal cell carcinoma growth rate classes 
in patients with von Hippel-Lindau syndrome. Abdom Radiol (NY). 
2022;47(10):3554-62.

	32.	 Hakmin Lee, Yong June Kim, Eu Chang Hwang et al. Preoperative 
cholesterol level as a new independent predictive factor of survival in 
patients with metastatic renal cell carcinoma treated with cyto-reductive 
nephrectomy. BMC Cancer. 2017;17(1):364.

	33.	 Chunfang Zhang, Luping Yu, Tao Xu et al. Association of dyslipidemia 
with renal cell carcinoma: a 1∶2 matched case-control study. PLoS One. 
2013;8(3):e59796.

	34.	 34.Ujjawal Sharma, Deeksha Pal, Rajendra Prasad et al. A novel role of 
alkaline phosphatase in the ERK1/2 dephosphorylation in renal cell 
carcinoma cell lines: a new plausible therapeutic target. Biochimie. 
2014;107:406-9.

	35.	 Aidan Xia, Yuming Chen, Jingfeng Chen et al. Prognostic value of the 
albumin-to-alkaline phosphatase ratio on urologic outcomes in patients 
with non-metastatic renal cell carcinoma following curative nephrec-
tomy. J Cancer. 2019;10(22):5494-5503.

	36.	 Ujjawal Sharma, Deeksha Pal, Shrawan Kumar Singh et al. Reduced L/B/K 
alkaline phosphatase gene expression in renal cell carcinoma: plausible 
role in tumorigenesis. Biochimie. 2014;104:27-35..

	37.	 37.Jie Shen, Zhen Chen, Qianfeng Zhuang et al. Prognostic Value of 
Serum Lactate Dehydrogenase in Renal Cell Carcinoma: A Systematic 
Review and Meta-Analysis. PLoS One. 2016;11(11):e0166482.

	38.	 https://www.ohdsi.org/, The Observational Health Data Sciences and 
Informatics Consortium.

	39.	 Wainer, J. and Cawley, G., Nested cross-validation when selecting classi-
fiers is overzealous for most practical applications. Expert Systems with 
Applications, 2021;182:115222.

	40.	 Grandini, M., Bagli, E. and Visani, G., Metrics for multi-class classification: 
an overview. arXiv preprint 2020;arXiv:2008.05756. 

	41.	 Christopher D. Brown, Herbert T. Davis. Receiver operating characteristics 
curves and related decision measures: A tutorial. Chemometrics and 
Intelligent Laboratory Systems. 2006;80(1):24-38.

Publisher’s note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.


	RCC-Supporter: supporting renal cell carcinoma treatment decision-making using machine learning
	Abstract 
	Background 
	Results 
	Conclusions 

	Background
	Methods
	Study design
	Data preparation
	Data preprocessing
	Machine learning analysis

	Results
	Schematic overview of the study
	Data preprocessing
	Feature selection
	Machine learning algorithms
	Predictive performance

	Discussion
	Conclusions
	Acknowledgements
	References


