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Abstract
Background The worldwide prevalence of type 2 diabetes mellitus in adults is experiencing a rapid increase. This 
study aimed to identify the factors affecting the survival of prediabetic patients using a comparison of the Cox 
proportional hazards model (CPH) and the Random survival forest (RSF).

Method This prospective cohort study was performed on 746 prediabetics in southwest Iran. The demographic, 
lifestyle, and clinical data of the participants were recorded. The CPH and RSF models were used to determine the 
patients’ survival. Furthermore, the concordance index (C-index) and time-dependent receiver operating characteristic 
(ROC) curve were employed to compare the performance of the Cox proportional hazards (CPH) model and the 
random survival forest (RSF) model.

Results The 5-year cumulative T2DM incidence was 12.73%. Based on the results of the CPH model, NAFLD 
(HR = 1.74, 95% CI: 1.06, 2.85), FBS (HR = 1.008, 95% CI: 1.005, 1.012) and increased abdominal fat (HR = 1.02, 95% CI: 
1.01, 1.04) were directly associated with diabetes occurrence in prediabetic patients. The RSF model suggests that 
factors including FBS, waist circumference, depression, NAFLD, afternoon sleep, and female gender are the most 
important variables that predict diabetes. The C-index indicated that the RSF model has a higher percentage of 
agreement than the CPH model, and in the weighted Brier Score index, the RSF model had less error than the Kaplan-
Meier and CPH model.

Conclusion Our findings show that the incidence of diabetes was alarmingly high in Iran. The results suggested that 
several demographic and clinical factors are associated with diabetes occurrence in prediabetic patients. The high-risk 
population needs special measures for screening and care programs.
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Introduction
The prevalence of type 2 diabetes mellitus (T2DM) 
among adults is rapidly increasing worldwide [1]. After 
cancers and cardiovascular diseases, T2DM is estimated 
to be the third chronic disease that has become one of 
the leading public health challenges [2]. It affects 463 mil-
lion individuals globally, and this number is predicted to 
increase to 700  million by 2045 [3]. Of individuals suf-
fering from T2DM, 80% live in low- and middle-income 
countries [4]. Thus, the average prevalence of T2DM 
in the Eastern Mediterranean Region (EMRO) among 
adults was estimated to be 13.7%, which is the highest 
rate compared to other WHO regions. In Iran, the preva-
lence of this disease in adults is 11.9% [5].

Prediabetic patients, defined by fasting blood sugar of 
100 to 125 mg/dl, are at high risk for T2DM. High blood 
glucose levels, weight gain, high plasma insulin levels, 
dyslipidemia, hypertension, and decreased beta-cell 
function are named risk factors for T2DM in pre-dia-
betes [6]. Diabetes can cause damage to various tissues, 
especially the eyes, kidneys, heart, blood vessels, and 
nerves, through micro- and macro-vascular complica-
tions [7]. Research shows that adopting a healthy lifestyle, 
including proper physical activity, a healthy diet, and 
medication use (such as metformin), can prevent disease 
progression in high-risk individuals [8].

Survival analysis is a statistical approach where the 
outcome variable of interest is the time until an event 
occurs [9]. The most popular and widespread survival 
analysis method in medicine is the CPH model, which 
shows the importance of variables using the Hazard ratio 
(HR); however, this model limits assumptions such as 
the proportionality of hazard [9, 10]. Also, this model is 
invalid in conditions with high censorship [11]. There-
fore, using models that predict risk factors with fewer 
assumptions is necessary. In recent years, new methods 
have been proposed for this analysis, including machine 
learning, a complete class of these techniques, and mak-
ing fewer assumptions about the use of data [12]. Ran-
dom Survival Forest (RSF) is a non-parametric machine 
learning method used to solve the problem of using the 
CPH model [11]. Also, it is known that the CPH model 
is a semi parametric method in which survival times are 
assumed about predictor variables in a particular way 
and proportional hazards are assumed [13]. In contrast, 
RSF models are useful for the discovery of knowledge 
because using a partial dependence plot (PDPs) approach 
to visualize relationships between variables is helpful in 
exploring complex relationships between variables [14].

Due to the increasing prevalence of T2DM, various 
models have been used for the early detection of the dis-
ease, including the CPH and RSF models [15]. Although 
the proper performance of RSF compared to the CPH 
model has been shown in various studies [16, 17], to 

our knowledge, no study has been conducted to use this 
model in predicting diabetes in prediabetic individuals. 
Therefore, in the present study, we compared RSF and 
CPH models to identify a robust approach to identify-
ing risk factors for diabetes in prediabetic individuals in 
south of Iran.

Method
Study design
This is a prospective cohort study, a sub-branch of the 
Fasa Persian cohort study (FACS). The Fasa Persian 
cohort was started in 2016, and its primary goal is to 
investigate the factors affecting the incidence of cardio-
vascular diseases; so far a 5-year follow-up period have 
been implemented. Individuals within the age range of 
35–70 years were planned to participate as the target 
population in the cohort. Fasa city, with a population of 
approximately 250,000, is situated in the eastern region 
of the Fars province in southwest Iran. A rural region 
known as Sheshdeh (with a total population of 41,000 
was chosen for the cohort study [18]. This study was 
under the Helsinki Declaration and the study protocol 
was approved by the institutional review board and eth-
ics committee of Fasa University of Medical Sciences (IR.
FUMS.REC.1401.007).

In the Fasa cohort study, comprehensive question-
naires to record demographic variables, socioeconomic 
status, history of communicable and non-communica-
ble diseases, anthropometric measurements, physical 
examinations, blood pressure and pulse, nutritional sta-
tus, and blood and urine analysis have been used for the 
baseline assessments. Also, blood, hair, and nail samples 
have been collected in a biobank for possible subsequent 
investigations. Trained interviewers have completed 
questionnaires through interviews. The FASA cohort 
study protocol with the study procedure and detailed 
information has been published previously [18].

Study population
In the present study, the baseline information of the 
FACS has been extracted to identify prediabetic patients. 
Based on the definition of the American Diabetes Associ-
ation, individuals with fasting blood sugar (FBS) between 
100 and 125 mg/dl were considered prediabetic [19, 20]. 
These patients have been examined for the incidence of 
diabetes during 5 years of annual follow-up. The study 
interviewers, who are nurses, conducted the follow-up 
of these patients. The confirmation of diabetes was car-
ried out based on the diagnostic criteria outlined by the 
American Diabetes Association, which includes: Gly-
cated hemoglobin (A1C ≥ 6.5%.) or Fasting plasma glu-
cose FPG ≥ 126 mg/dL (7 mmol/L). Fasting is defined as 
no caloric intake for at least 8  h or 2-hour plasma glu-
cose ≥ 200  mg/dL during an oral glucose tolerance test 
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(OGTT). The test should be performed as described by 
the World Health Organization, using a glucose load con-
taining the equivalent of 75 g of anhydrous glucose dis-
solved in water.

Or in a patient with classic symptoms of hypergly-
cemia or hyperglycemic crisis, random plasma glu-
cose ≥ 200 mg/dL [21].

Variables of the study
The dependent variable for the current study was the 
incidence of diabetes in people with pre-diabetes and the 
time to the incidence of diabetes (months) within five 
years. Also, the variables including age, gender (male/
female), education status (illiterate or literate), mari-
tal status (married or single/divorced/widowed), waist 
circumference: was measured by wrapping a tape mea-
sure around the body at the level of the navel, halfway 
between the lowest rib and the top of the hipbone, Waist 
to Hip Ratio: (WHR) is calculated by dividing the waist 
measurement by the hip measurement, fasting blood 
glucose (FBS), afternoon sleep (hour), body mass index 
(BMI) is calculated by dividing a person’s weight in kilo-
grams by the square of their height in meters. (under-
weight: < 18.5; normal: 18.5–24.9; overweight: 25–29.9; 
obese > 29.9, kg/m2), The self-declared past medical his-
tory: non-alcoholic fatty liver disease (NAFLD), and suf-
fering from depression (Confirmation by a physician and 
taking medication) have been investigated as indepen-
dent variables. All independent variables have been mea-
sured for all participants at the recruitment.

Definitions of the methods
In survival analysis, various regression models are used 
for predicting the probability of incidence of future 
events. The Cox Proportional Hazards (CPH) model is 
one of the most widely used survival models that exam-
ine the time to event and the factors affecting it. An 
essential assumption of the CPH model is the Cox pro-
portional hazards assumption, which is important for 
all independent variables in the CPH model. One of the 
ways to check this assumption is the Schönfeld residu-
als. The proportional hazard assumption is supported 
by a non-significant relationship between residuals and 
time [22]. It provides Hazard Ratios (HR) and p-values 
for covariates, making it interpretable in terms of risk 
factors affecting survival [23]. One of the statistical mod-
els used to analyze time-to-event data, especially when 
there is the right sensor, and events are time-dependent, 
is Random Survival Forests (RSF). This model uses a set 
of decision trees to rank and predict important variables 
that affect the event [16]. It excels in handling complex 
interactions and nonlinear relationships in the data, mak-
ing it robust for survival prediction [23, 24]. In order to 
estimate the importance of each covariate, the forest is 

first grown with the real data and then with the permuted 
data on the desired covariate. The difference in the accu-
racy of predictions in these two conditions determines 
the importance of the variable. After selecting the best 
model, to estimate each variable’s importance, the vari-
ables were first sorted and then the covariates whose 
value was zero and negative were removed. because these 
variables have no ability to predict the dependent vari-
able, while the variables with positive values suggest vari-
ables with predictive abilities [11].

Statistical analysis
We have investigated the time to the incidence of T2DM 
in prediabetic patients and the factors affecting it. In this 
model, hazard ratio and 95% confidence interval (CI) 
were used to report the relationship between indepen-
dent variables and the incidence of diabetes. According 
to Akaike Information Criterion (AIC), stepwise vari-
able selection is used to finalize the CPH model. Stepwise 
variable selection is an iterative algorithm. This method 
alternates between forward and backward to achieve a set 
of stable variables by bringing in and removing variables. 
This algorithm is more complex and maybe more appro-
priate than crude (univariate) analysis. Kaplan-Meier plot 
and 95% confidence interval (CI) were also used to assess 
the time of incidence of diabetes during 5 years of follow-
up. For a more accurate assessment of the factors affect-
ing the survival of prediabetic patients, in addition to the 
CPH model, we used the Random survival forest (RSF) 
model with similar variables. In this model, for reporting 
the associations, the percentage of important variables 
on the incidence of diabetes was used for reporting. The 
Concordance index (C-index) and Weighted Brier Score 
index were used to compare the RSF and CPH model 
performance. The Concordance Index (C-index) is the 
most widely used metric in Survival Analysis to evaluate 
the prediction model. This index can quantify the rank 
correlation between survival times and risk predictions. 
It does not depend on selecting a fixed time for assessing 
the model and specifically takes into account the censor-
ing of persons [25]. Finally, a p-value < 0.05 was consid-
ered statistically significant. All the statistical analysis 
was performed in R software (version 4.2.1). RSF and 
CPH models were trained using the RandomForestSRC 
and survival R packages, respectively. Several R packages 
were used to calculate the integrated log loss, C index, 
Brier score, and nested cross-validation, including mlr3, 
mlr3proba, mlr3extralearners, and mlr3pipelines. The 
pec package illustrated the prediction error curves and 
concordance index over time. In addition, the “timeROC” 
package was used for the time-dependent Receiver Oper-
ating Characteristic (ROC) curve.
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Tune parameters and nested cross-validations
A nested cross-validation approach was used to tune the 
parameters of the random forest. Accordingly, the mtry 
and ntrees parameters in this nested cross-validation 
were set to integer values ranging from 5 to 50 and 64 
to 128, respectively, for the random forest, and the ties 
parameter for Cox was set to be “efron,” “breslow,” “exact.“. 
Additionally, 10-fold cross-validation was considered for 
both internal and outer cross-validation. Based on nested 
cross-validation, three criteria were calculated for ran-
dom forest and Cox models: C index, integral log loss, 
and barrier score. The log-loss indicates how close the 
prediction probability is to the actual/true value (0 or 1 in 
binary classification). A higher log-loss value means the 
predicted probability is farther from the actual value.

Variable importance
Two methods were used to develop models for predict-
ing prediabetic probability. First, the train-test method 
was used to randomly divide the data into two groups, 
one for training data (70% of samples) and the other for 
test data (30% of samples), to determine the importance 
of the variables using RSF. The permutation method was 
applied with 100 bootstraps resampling to calculate the 
importance of variables. Further, confidence intervals and 
standard errors for variable importance were calculated 
based on the subsampling method using double boot-
strapping. Variables with confidence intervals that did 
not include zero were considered to be selected variables.

In the second step, nested cross-validation was used 
to compare the performance of both models of CPH and 
RSF with selected variables. In this method, both inner 
and outer cross-validation with iteration was used to cal-
culate the C index, Brier score, and integrated log-loss.

Results
A total of 10,131 individuals participated in the FACS. 
Of them, 1248 were diagnosed with diabetes at the base-
line data, and the prevalence of diabetes was 12.31% (95% 
confidence interval (CI): 11.68, 12.97). Moreover, the 
number of people with no diabetes was 8883, of them, 
746 had Fasting Blood Sugar (FBS) between 100 and 125 
which were classified as prediabetics. The prevalence of 
prediabetes was 8.39% (95% confidence interval (CI): 7.82, 
8.99). The baseline demographic and clinical characteris-
tics of prediabetic patients are shown in Table  1. Based 
on these results, the mean age of the diabetes patients in 
the study was reported as 51.98 ± 8.91(mean ± SD) years. 
Among patients, 56.8% were women, and 50.50% were 
illiterate. In this study, there was a significant relationship 
between depression and NAFLD with the incidence of 
diabetes (P < 0.05). During 60 months of follow-up in pre-
diabetic patients for incidence of T2DM, 95 pre-diabetes 
progressed to diabetes. Thus, the 5-year cumulative inci-
dence was 12.73% (95% confidence interval (CI): 10.42, 
15.34). The Kaplan-Meier diagram with 95% confidence 
interval (CI) is depicted in Graph 1.

At first, the unadjusted and adjusted CPH model was 
fitted. In the CPH model fitting, the Stepwise variable 

Table 1 The baseline demographic and clinical characteristics of the study population
Variable category Diabetes p-value

Yes
95(12.7)

No
651(87.3)

Age(mean ± SD) year 51.98 ± 8.91 52.72 ± 9.26 0.465
Gender n (%) Male 41(43.2) 266(43.2) 0.738

Female 54(56.8) 385(59.1)
Educational status n (%) Illiterate 48(50.5) 377(57.9) 0.184

Literate 47(49.5) 274(42.1)
Marital status n (%) Married 83(87.4) 552(84.8) 0.643

Single/divorce/widow 12(12.6) 99(15.2)
BMI n (%) Underweight 1(1.1) 27(4.2) 0.028

Normal 21(22.1) 209(32.2)
Overweight 39(41.1) 256(39.4)
Obese 34(35.8) 158(24.3)

Nonalcoholic Fatty Liver n (%) Yes 23(24.6) 76(11.7) 0.002
No 72(75.8) 575(88.3)

Depression n (%) Yes 9(9.5) 34(5.2) 0.101
No 86(90.5) 617(94.8)

Waist Circumference(mean ± SD) cm 102.07 ± 12.43 96.23 ± 12.26 < 0.001
Wrist Circumference(mean ± SD) cm 17.31 ± 1.52 16.88 ± 1.37 0.004
FBS (mean ± SD) mg/dl 129.74 ± 45.47 113.91 ± 25.80 < 0.001
Afternoon Sleep (mean ± SD) hour 1.03 ± 0.97 0.86 ± 0.89 0.081
BMI: body mass index
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selection method based on Akaike information criteria 
(AIC) has been used. According to the adjusted results, 
the hazard of progression of pre-diabetes to diabetes was 
74% higher in patients with NAFLD compared to those 
without NAFLD (HR = 1.74, 95% confidence interval (CI): 
1.06, 2.85, P = 0.028). In addition, increased abdominal 
fat was associated with a higher risk of diabetes in these 
groups (HR = 1.02, 95% confidence interval (CI): 1.01, 
1.04, P = 0.001). Also, the risk of progression of diabe-
tes among high fasting blood sugar patients was higher 
higher compared to people with normal blood sugar 
(HR = 1.008, 95% confidence interval (CI): 1.005, 1.012, 
P < 0.001). Table 2 shows the CPH for modeling the sur-
vival of prediabetic patients during 60-month follow-
up. The random Survival Forest (RSF) model was used 
to compare and determine the appropriate model to 
investigate the factors affecting the incidence of diabe-
tes in pre-diabetes patients. For reporting the results of 
the RSF model, the importance of variables that were 
associated with the progression of pre-diabetes to dia-
betes was used. The results of this model are demon-
strated in Graph 2. This analysis found that FBS, waist 

circumference, depression, NAFLD, afternoon sleep, and 
female gender are the most important variables for pre-
dicting diabetes. These variables were used in the final 
analysis to develop the minimal and adequate model for 
predicting pre-diabetes.

Also, the Concordance Index (C-index), Weighted 
Brier Score, and time -dependent ROC curve were used 
to compare CPH and RSF models. Results are shown in 
Graphs 3 and 4, respectively. Based on these indices, as 
seen in C-index, the RSF model has a higher percentage 
of agreement than the CPH model, and in the Weighted 
Brier Score index, the RSF model had less error than the 
Kaplan-Meier and CPH model. In addition, the ROC 
curve (AUC: 0.836 vs. AUC:0.683) results also showed a 
higher area under the curve for the RSF model (Graph 5 
and 6).

According to Table  3, the integrated log loss of Cox 
regression and the random forest was 0.222 and 0.113, 
respectively. In addition, the Brier score for random was 
0.046, while it was 0.070 for Cox.

Graph 1 Kaplan-Meier survival for prediabetic patients during 60 months follow-up in Fasa Persian cohort study
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Discussion
This study aimed to compare the RSF model and CPH 
model to identify risk factors for diabetes in prediabetic 
individuals in Iran. According to the results, the 5-year 
cumulative T2DM incidence was 12.7% in prediabetic 
patients. We have shown that based on the CPH model 
NAFLD, fasting blood sugar, and increased abdominal 
fat were directly associated with diabetes occurrence in 
prediabetic patients. The RSF model suggests that fac-
tors including FBS, waist circumference, depression, 
NAFLD, afternoon sleep, and female gender are the most 
important variables for predicting diabetes. Also, Based 
on C-index, the RSF model has a higher percentage of 
agreement than the CPH model, and in the Weighted 

Brier Score index, the RSF model had less error than the 
Kaplan-Meier and CPH model.

The results of our study showed that the cumulative 
T2DM incidence in prediabetic individuals was 12.7%. 
In this longitudinal study of Singapore Malays, age-
standardized 6-year cumulative incidence was 11.2% for 
T2DM, and 20.4% (95% for pre-diabetes [26]. Perhaps 
the reason for this discrepancy is the longer follow-up 
duration in Singapore they considered. The present study 
considers a cumulative incidence for 5 years, while in the 
Singapore study, it was a period of 6 years. Also, demo-
graphic characteristics, genetic factors, lifestyle, medical 
care, and health interventions can be other influential 
factors. Studies in Ghana and Spain have estimated a 
cumulative incidence of between 10.1% and 15.4%, which 
was also consistent with the results of our study [27, 28].

In the present study, the female gender was an influen-
tial factor in increasing the risk of diabetes in prediabetic 
individuals. The results of studies by Willer et al. [29] 
confirmed our research findings. Perhaps, it is because 
women live longer or a type of diabetes called gestational 
diabetes that makes women more susceptible to diabetes 
than men [30]. The study conducted by Arnetz et al. [31] 
also found that the sex factor was effective in diabetes, as 
found in our study. This may be due to hormonal differ-
ences between genders, physiology, and genetic charac-
teristics in men and women [32].

The other risk factor shown to play a role in the pro-
gression to type 2 diabetes mellitus is waist circumfer-
ence. A direct association has been shown between fat 
accumulations in the body, especially abdominal fat, 

Table 2 CPH model for modeling the survival of prediabetic patients due to 60-month follow-up in the Fasa Persian cohort study 
(final model)
Variable Unadjusted Cox regression Adjusted Cox regression PH assumption 

p-values
HR (95% CI) P-value HR (95% CI) P-value Single Global

age  0.99( 0.97, 1.01) 0.495 Not included - 0.235
Sex
Male
female

Reference
 0.92( 0.61, 1.38)

-
0.702

Not included -

Wrist Circumference 1.21(1.05, 1.38) 0.005 1.06(0 0.89, 1.25) 0.493 0.423
Waist Circumference 1.03(1.02, 1.05) < 0.001 1.02 (1.01, 1.04) 0.001 0.398
NAFLD positive 2.18 (1.36, 3.49) 0.001 1.74 (1.06, 2.85) 0.028 0.799
FBS 1.009(1.005, 0.012) < 0.001 1.008(1.005, 1.012) < 0.001 0.056
BMI 1.06(1.03, 1.10) < 0.001  0.98(0 0.90, 1.07) 0.700
Depression
No
yes

Reference
1.78( 0.89, 3.53)

-
0.100

Reference
1.950(0.97, 3.90)

-
0.059

0.375

AIC 1213.95
Overall
Concordance index

0.715 (SE = 0.025)

NAFLD: Nonalcoholic fatty liver diseases; FBS: Fasting blood sugar; SE: Standard error; HR: Hazard ratio; CI: confidence interval; PH: proportional hazard; AIC: Akaike 
information criteria,

P-values < 0.05 is considered significant

Graph 2 Importance variable for progression prediabetic to diabetic pa-
tients in 60 month follow-up, Fasa Persian cohort by random survival forest 
(RSF)
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Graph 4 Weighted Brier Score for comparison of CPH and RSF

 

Graph 3 Concordance index (C-index) for comparison of CPH and RSF
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and increased waist circumference with diabetes [33, 
34]. Increased waist circumferences reflect exceeded 
fat mass, which causes the production of cytokines, 
free fatty acids, and inflammatory mediators, which can 
increase the risk of diabetes [35, 36]. In an investigation 
of the Korean population, living with increased waist 

circumference for over 6 years is associated with a higher 
risk of T2DM than individuals with stable waist circum-
ference [33]. It should be noted that although excess fat 
mass is related to insulin resistance, accumulation in the 
abdomen, which is known as high waist circumference, 
has a stronger association [37]. In the nonalcoholic fatty 

Table 3 The prediction performance of Cox and random forests
Model Measures

Integrated log loss C index Brier score Area Under the Curve(AUC)
Cox 0.222 0.999 0.070 0.683
Random forests 0.113 0.999 0.046 0.836

Graph 6 ROC-dependent time for the RSF model “AUC: 0.836”

 

Graph 5 ROC-dependent time for the COX model “AUC: 0.683”
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liver disease patients, the highest tertile of waist circum-
ference had a 2.04 more chance of showing diabetes [38].

Mental disorders such as depression are found to be 
a factor that can lead individuals to diabetes. A recent 
meta-analysis by Graham et al. [39] showed that depres-
sion can increase the risk of type 2 diabetes mellitus 
(RR = 1.18). Depressed individuals are prone to change 
lifestyle factors related to diabetes, including reduced 
self-care, medication adherence, physical activity, and an 
increase in following a high-caloric diet, which is delete-
rious for diabetes and associated with poor glycemic con-
trol [40]. Thus, this can lead prediabetic patients toward 
diabetes.

Of chronic disorders, NAFLD induces diabetes. In 
fatty liver, majorly, insulin resistance causes type 2 dia-
betes mellitus. In a previous study, the incidence den-
sity of diabetes in patients with non-alcoholic fatty liver 
disease was 2.27 per 100 people-year, while it was 1.38 
in non-NAFLD individuals [38]. In fact, suffering from a 
fatty liver with different levels of liver fibrosis increases 
hepatic insulin resistance and causes the release of sev-
eral pro-inflammatory mediators and pro-diabetogenic 
hepatokines, which may cause the development of dia-
betes [41, 42]. However, whether improving or resolv-
ing nonalcoholic fatty liver disease can reduce the risk of 
developing diabetes is controversial. The results of some 
studies show that the risk of developing diabetes seems to 
decrease over time after controlling or treating nonalco-
holic fatty liver disease [20, 43].

Daytime sleeping was seen to be able to progress the 
pre-diabetes status toward type 2 diabetes mellitus. A 
meta-analysis by Guo et al. [44] concluded that longer 
daytime napping is associated with both a higher preva-
lence and incidence of diabetes. This increased risk was 
just seen for sleeping over one hour daily [44]. On the 
other hand, in comparison with “short night sleep with 
daytime napping”, both “long night sleep with or with-
out daytime napping” had a higher prevalence of diabe-
tes [45]. A disrupted circadian rhythm can be a possible 
underlying mechanism [46]. By the way, it was shown day 
time sleep could cause sleep apnea [47], which can trig-
ger a chain of disturbances from oxygen desaturation to 
increments of catecholamine and cortisol levels. Conse-
quently, this can lead to glucose intolerance [48, 49]. In 
addition, daytime sleep increases nighttime awakening 
and shorter nighttime sleep, leading to increased insulin 
resistance.

Our results indicated higher FBS could increase the 
risk of progression from pre-diabetes to diabetes. It was 
shown that various lifestyle modifications and medica-
tions could be effective for FBS control. Metformin was 
observed to reduce the risk of progression to T2DM [50]. 
In addition, a reduction in calorie intake was proposed 
to prevent the progression of pre-diabetes to T2DM 

[50]. Calorie deficit is suggested for waist circumference 
reduction [51], and NAFLD management [52]. Thus, 
individuals with pre-diabetes can prevent progression 
to T2DM with calorie restriction and medication use. In 
addition, diabetes patients are prone to develop depres-
sive symptoms that affect their diabetes control. Hence 
it is suggested to follow cognitive behavioral therapies 
which could lead to better diabetes control [53]. Our 
finding shows depression can affect diabetes develop-
ment in Pre-diabetes patients. So, in addition to medical 
nutrition therapy, lifestyle modification, and medication 
use, pre-diabetes patients could benefit from psychologi-
cal therapy to reduce the risk of diabetes.

The results showed that the RSF model has a higher 
agreement percentage and lower error than the CPH 
and Kaplan-Meier models in C-index and Weighted 
Brier Score. In this regard, a study conducted by Safari 
Et al. Entitled " Identification of Factors Affecting Meta-
static Gastric Cancer Patients’ Survival Using the Ran-
dom Survival Forest and Comparison with CPH model 
also showed that the RSF method, considering it has the 
highest coordination index and the lowest score, there-
fore has the highest accuracy and the least error in pre-
dicting survival and identification. The most important 
factors affecting it. This method also has a better perfor-
mance than the CPH model [54]. A study by Cetin et al. 
also concluded that the RSF model works better than the 
CPH model. Perhaps because Such as the unlikeliness of 
data being associated with a complete set of independent 
variables, the ease of judging the importance of variables 
in order to select a variable, as well as its ability to com-
bine nonlinear and interactive roles of multiple variables 
[12]. Which confirms our research findings. According to 
Morsy et al., While the CPH model cannot automatically 
detect the nonlinear effects of all variables and has more 
errors, RSF models can and do have fewer errors than 
CPH models [55], which is in line with the results of our 
study. A study by Karimi et al. showed that according to 
the C-index, the RSF model has a higher agreement than 
the CPH model and the Weighted Brier Score; the RSF 
model had less error than the CPH models [11].

these models were chosen for their distinct characteris-
tics. The CPH model was selected for its interpretability, 
providing insights into the significance of various prog-
nostic factors [23, 56]. In contrast, the RSF model was 
chosen for its ability to handle complex data patterns and 
interactions without assuming proportional hazards. This 
makes it suitable for capturing intricate relationships 
between variables that may not follow a linear or propor-
tional trend [23, 57].

Strengths and limitations: Among the strengths of this 
study are the sufficient sample size and study population 
to determine the role of independent variables in the 
incidence of diabetes, we used the Random Forest model 
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in addition to the traditional CPH model. One of the 
limitations of the present study is that we only used the 
information of people aged 35 to 70 years.

Conclusion
The present study evaluated the factors affecting the sur-
vival of Prediabetic Patients and their related factors. Our 
results suggested that several demographic and clinical 
factors, including NAFLD, FBS, high abdominal fat, waist 
circumference, depression, evening sleep, and female 
gender, are significantly associated with diabetes in pre-
diabetic patients. These findings emphasize the need to 
understand the factors associated with pre-diabetes in 
Iran so that early effective and lifestyle interventions can 
be implemented. In addition, Screening, and health pro-
motion activities, including dissemination of information 
in the clinics, mass media, community events, and proper 
management of pre-diabetes might contribute to primary 
and secondary prevention of diabetes.
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