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Abstract 

Performing data augmentation in medical named entity recognition (NER) is crucial due to the unique challenges 
posed by this field. Medical data is characterized by high acquisition costs, specialized terminology, imbalanced dis-
tributions, and limited training resources. These factors make achieving high performance in medical NER particularly 
difficult. Data augmentation methods help to mitigate these issues by generating additional training samples, thus 
balancing data distribution, enriching the training dataset, and improving model generalization. This paper proposes 
two data augmentation methods—Contextual Random Replacement based on Word2Vec Augmentation (CRR) 
and Targeted Entity Random Replacement Augmentation (TER)—aimed at addressing the scarcity and imbalance 
of data in the medical domain. When combined with a deep learning-based Chinese NER model, these methods can 
significantly enhance performance and recognition accuracy under limited resources. Experimental results demon-
strate that both augmentation methods effectively improve the recognition capability of medical named entities. 
Specifically, the BERT-BiLSTM-CRF model achieved the highest F1 score of 83.587%, representing a 1.49% increase 
over the baseline model. This validates the importance and effectiveness of data augmentation in medical NER.
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Introduction
Named entity recognition (NER) is a fundamental infor-
mation extraction task [1]. Early NER methods relied 
on rule-based approaches, which required a significant 

amount of manual labor and expert knowledge to develop 
effective rules [2]. This made it difficult to apply them on 
a large scale. Later, statistical machine learning [3] meth-
ods emerged and significantly improved the accuracy of 
NER tasks. These approaches only require some anno-
tated corpora to achieve good results, but the challenge 
of dealing with new words not found in the training data 
emerged as a major issue. In 2012, Hinton’s team [4] pro-
posed the AlexNet model based on deep learning con-
volutional neural networks for image recognition tasks, 
ushering in the era of deep learning. For NER tasks, deep 
learning methods can explore the deep semantic infor-
mation in the text and learn it. This to some extent eases 
the challenge of dealing with new words and offers per-
formance advantages in NER tasks.
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Although deep learning-based NER models currently 
exhibit the best performance [5], their effectiveness still 
heavily relies on the size and accuracy of the training cor-
pus. In the Chinese medical field, there are three main 
challenges: ① traditional issues in Chinese NER [6], such 
as the delimitation of Chinese word boundaries, ambi-
guity, and syntactic ambiguity; ② due to medical ethics 
considerations and the high level of medical knowledge 
specialization, annotated datasets for the Chinese medi-
cal field are relatively scarce [7]; and ③ in comparison to 
the general domain, most entities in the medical field are 
low-frequency words and include various rare characters. 
These challenges make the NER task in the Chinese med-
ical field more challenging than in the general domain.

This paper focuses on the task of Chinese NER in elec-
tronic medical records. Based on deep learning models 
for NER, we propose two data augmentation methods, 
namely “Contextual Random Replacement Based 
on Word2Vec (CRR)” and “Targeted Entity Random 
Replacement Augmentation (TER)”, specifically designed 
for Chinese medical entity recognition tasks. We conduct 
comparative experiments to validate the effectiveness of 
data augmentation methods in improving the recogni-
tion of medical entities in electronic medical records 
with limited annotated data. Our research contributions 
include:

(1) The proposal of two data augmentation methods 
suitable for Chinese medical NER tasks. Our exper-
iments demonstrate that these two methods solve 
data scarcity in Chinese medical entity recognition 
tasks. The first data enhancement method, CRR, 
introduces the Word2Vec language model, vector-
izes the entity context words in the original corpus, 
and compares them with the word vectors of the 
words in the preset lexicon to capture the synonyms 
with the highest cosine similarity, thus making 
the generated near-semantic corpus better in line 
with computer intuition. Better reduce the noise 
performance of the enhanced corpus. The second 
data enhancement method, TER, first analyzes the 
entity distribution and global performance of the 
data set, and then selectively selects the weak enti-
ties for enhancement, which minimizes the noise 
performance after enhancement while retaining the 
enhancement effect of the corpus, thus ensuring the 
effectiveness of the enhanced corpus globally.

(2) The fusion of data augmentation methods with 
advanced pre-trained language models to explore 
a solution that maximizes the performance of Chi-
nese medical entity recognition in low-resource 
scenarios. Pre-trained language models such 
as BERT and its variant RoBERTa have greatly 

refreshed the performance ceiling of various tasks 
in natural language processing by relying on their 
prior knowledge and stronger language representa-
tion ability, and have better recognition ability than 
classical LSTM algorithms in the field of named 
entity recognition. In this paper, a series of compar-
ative experiments are designed to explore and verify 
the representation ability of different combina-
tion models for Chinese electronic medical record 
text, and then the combination model is used to 
access the fusion corpus enhanced by the two data 
enhancement methods proposed in this paper, to 
verify the effectiveness of the enhancement meth-
ods and explore solutions to maximize the perfor-
mance of Chinese medical entity recognition in the 
context of small samples.

Related work
NER task
The concept of NER was first proposed in the Message 
Understanding Conference-6 [8]. The task of NER is to 
identify proper nouns of pre-defined categories from 
selected text. NER is a subtask of information extrac-
tion and can be classified as text boundary detection or 
text classification [9]. Early approaches to Chinese NER 
primarily relied on rule-based and statistical methods. 
These methods involved the extraction and classification 
[10] of entities through techniques such as out-of-vocab-
ulary word identification, manual annotation, and char-
acter encoding [2]. With the advent of machine learning, 
a common practice has been to partially annotate data in 
advance and then use machine learning models for fea-
ture extraction and classification [11–16]. However, the 
ability of machine learning models to extract features 
from corpora is still limited. In contrast, pre-trained deep 
learning models can capture more semantics and sig-
nificantly enhance text representation capabilities, mak-
ing them the mainstream approach for Chinese NER at 
present.

In the task of Chinese NER, Chinese word segmenta-
tion is a necessary preprocessing step. Since both word 
segmentation and NER share the commonality of bound-
ary recognition, the idea of information sharing between 
these tasks lays the foundation for Chinese NER mod-
els. The Conditional Random Field (CRF) model was the 
first to simultaneously perform word segmentation and 
NER [17]. However, the continuity of Chinese text pre-
sents challenges such as text embedding methods [18], 
word length, and dependency relations that need further 
resolution.

With the development of neural networks and deep 
learning technologies, methods that combine Long 
Short-Term Memory (LSTM), Bidirectional LSTM 
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(BiLSTM), self-attention mechanisms, and CRF have 
achieved better results [19–22]. Specifically, LSTM is 
used to capture character features [19], while BiLSTM, 
being bidirectional, can account for both forward and 
backward sequences, providing long-distance depend-
encies. The self-attention mechanism can capture global 
dependencies [21]. Consequently, fully representing text 
features has become a key direction of exploration in 
natural language processing tasks, including NER. Mod-
els like BERT [23] and ERNIE [24] have significant advan-
tages in this area, making the use of BERT or ERNIE as 
the text representation layer to extract linguistic features 
a fundamental method for NER models [25, 26].

Additionally, some supplementary methods consider-
ing the characteristics of Chinese also show promising 
optimization effects. These include features such as Chi-
nese pronunciation [27], helpful word filtering [28], and 
word boundary weighting [29].

Overall, the task of Chinese NER has reached a high 
level of performance. However, there remains significant 
room for improvement in certain specialized domains, 
such as the Chinese medical field, which poses consid-
erable challenges. The unique aspect of NER in the Chi-
nese medical domain is that, while the general domain 
NER mainly distinguishes between person names, place 
names, and organizations, Chinese medical NER focuses 
on identifying diseases, drugs, human tissues, treatment 
methods, and examination items.

Moreover, the professional nature of medical texts 
[30] and the presence of obscure characters in the Chi-
nese medical field result in a scarcity of available anno-
tated data. Consequently, unsupervised algorithms, such 
as Semi-Supervised Support Vector Machines (SSVMs) 
[31]and Deep Neural Networks (DNN) [32], are initially 
considered for Chinese medical NER tasks. However, as 
technology advances and more annotated data becomes 
available over time, general domain NER algorithms can 
also be experimented with in the Chinese medical field 
[33–36]. Nevertheless, the recognition performance in 
the medical domain does not match that of the general 
domain, indicating that specialized methods tailored to 
Chinese medical corpora [37] are still worthy of further 
research.

Data augmentation
High-performance deep learning relies on a large amount 
of high-quality training corpus and computational 
resources, but often these two resources are difficult and 
costly to obtain. Therefore, in addition to continuous 
improvement and tuning of models, data augmentation 
methods, as one of the solutions to this dilemma, have 
been increasingly added to research by scholars in recent 
years [38–42].

Data augmentation is a strategy to enrich the diversity 
of the training set by increasing the number of training 
corpora without specifically collecting new training data 
[43]. In image, speech, and video object recognition, data 
augmentation is a typical processing technology, that 
can realize the diversity of sample features by clipping, 
flipping, rotating, scaling, and other methods [44–47]. 
In contrast, data augmentation for text has significant 
limitations. Unlike image data, text data cannot be aug-
mented by methods such as clipping, scaling, or rotating 
to increase the sample size. Furthermore, improper text 
data augmentation can greatly impact the performance 
of downstream tasks [48]. However, in cases where the 
dataset is imbalanced and contains many rare words, 
data augmentation techniques can effectively increase 
text features and provide support for downstream tasks 
[49]. In text data augmentation, commonly used tech-
niques include synonym replacement, random insertion, 
deletion, and swapping of text [50]. Among them, the 
most used technique is synonym replacement, which can 
be varied into different forms such as replacement with 
words of the same part of speech or category, depend-
ing on the context [51–54]. For unsupervised data, using 
a supervised learning-based data augmentation method 
showed higher performance in the text classification 
training set [55]. In some languages that rely on case 
tagging (e.g. Russian), Şahin et al. [56] proposed a crop-
and-cut class of methods used in image augmentation, 
and they constructed a dependency tree approach that 
verified the effectiveness in both sequence tagging and 
speech tagging tasks.

The above are rule-based data augmentation methods, 
and there are also language model-based methods that 
can be used for text data augmentation, such as the DiPS 
method [57], G-DAUG model [58], DAGA model [59] 
and hybrid data augmentation method [60]. They have 
been validated as effective in the task of text classification 
and information extraction.

Although language model-based data augmentation 
methods theoretically can better extract contextual infor-
mation and generate more “reasonable” augmented data, 
in practice, different training data and tasks may require 
different augmentation policies [61]. In cases where the 
dataset is imbalanced and contains many rare words, the 
effectiveness of language model-based data augmenta-
tion methods is still not convincing, as evidenced by the 
unrecognized classes with fewer instances in Wang et al. 
’s experiment [51]. At the same time, the results of Ding 
et  al. ’s experiment did not show absolute advantages 
compared to rule-based methods [59]. On the other 
hand, the easy data augmentation (EDA) method [50] has 
been widely used due to its simplicity and effectiveness, 
and language model-based data augmentation methods 
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often require additional computing resources and time 
since they utilize deep learning models for generation, 
which contradicts the low-resource and high-efficiency 
idea of data augmentation [62]. Therefore, we chose rule-
based data augmentation methods for Chinese electronic 
medical records in this paper.

Methodology
Due to the specific characteristics of medical NER in 
Chinese electronic medical records [63, 64], not all meth-
ods can be transferred and improved for this task. NER 
is essentially a sequence tagging task and differs from 
text classification in its sensitivity to contextual features. 
Therefore, this paper improves upon the “random word 
swap” and “synonym replacement” techniques from 
the EDA methods proposed by Wei et al. [50], and pro-
poses two new methods suitable for medical NER in Chi-
nese electronic medical records: “Contextual Random 
Replacement Augmentation based on Word2Vec (CRR)” 
and “Targeted Entity Random Replacement Augmenta-
tion (TER)”.

CRR 
The CRR method proposed in this paper is the synonym 
replacement method in EDA. The aim is to minimize the 
semantic changes caused by data augmentation on the 
original corpus while consuming minimal resources. For 
instance, if we take the electronic medical record frag-
ment “患者今日注射葡萄糖(The patient received a glu-
cose injection today)” and transform it into “病人今日注
射葡萄糖(The person received a glucose injection today)” 
through synonym replacement, the resulting augmented 
corpus can be considered as ideal because it does not 
alter the relationship between the context words. Such 
generated corpus can increase knowledge and improve 
the model’s generalization ability. However, effective aug-
mentation depends on two prerequisites: accurate and 
comprehensive synonym replacement and replacement 
that does not affect entity words.

To address these two prerequisites, this paper first 
introduced the large-scale Chinese Word2Vec word 
embeddings from Tencent [65], which covers almost all 

the vocabulary in the training corpus. Then, the origi-
nal training data was preprocessed by segmenting the 
entity part and non-entity part to achieve replacement 
of non-entity context without affecting entities. The CRR 
method is shown in Fig. 1.

As shown in the figure, CRR for Chinese electronic 
medical record corpus mainly includes the following 
three steps:

Firstly, Read and segment the annotated corpus. To 
replace contextual information around entities in NER, 
it is necessary to first separate the entities and the non-
entity parts in the sentence. The tagged corpus obtained 
after preprocessing is stored in pairs in the form of ’char-
acter label’. The original text is labeled by characters, but 
in Chinese, semantics are based on words. Therefore, 
characters need to be combined into sentences, which 
are then segmented into words for synonym replace-
ment. The replaced text is then re-labeled by characters. 
For example, the tagged corpus obtained after preproc-
essing is: ’患 O\n者 O\n感 O\n到 O\n疼 O\n痛 O\n, O\
n经 O\n查 O\n明 O\n腹 B_disease and diagnosis \n腔 
I_disease and diagnosis \n出 I_disease and diagnosis \n
血 I_disease and diagnosis\n’. We process it as a complete 
sentence denoted by ’患者感到疼痛, 经查明腹腔出血 
(The patient feels pain and it is found that there is intra-
abdominal bleeding)’. After segmentation, the sentence is 
segmented as ’患者/感到/疼痛/, /经/查明/腹腔出血’.

Secondly, we used large-scale pre-trained word embed-
dings for paraphrasing non-entity sentences. We stored 
the non-entity words from a sentence and segmented 
them into a list variable. All non-entity words in this 
variable were then replaced with synonyms based on 
a specified probability. Each replaced word was subse-
quently reinserted into its corresponding position in the 
sentence. We utilized the gensim tool to load Tencent’s 
extensive Chinese word embeddings. Following vector 
loading, we performed vector normalization to expe-
dite similarity queries. Subsequently, for each non-entity 
word in a sentence, we compared it against the vocabu-
lary in the word vector library to retrieve the top 10 near-
est synonymous words based on cosine similarity with 
the original word. After that, we ignored punctuation, 

Fig. 1 The CRR method
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letters, and numbers, and replaced the original words 
with synonymous words with a certain probability. 
Finally, we obtained an augmented corpus. For exam-
ple, the sentence ’患者感到疼痛, 经查明腹腔出血 (The 
patient feels pain, and it is found that there is bleeding in 
the abdomen)’ can be replaced with ’病人感到疼痛, 经过
查明腹腔出血 (The patient feels pain, and after investi-
gation, there is bleeding in the abdomen).’ It can be seen 
that in this sentence, ’患者 (patient)’ and ’经 (after)’ are 
replaced by ’病人 (patient)’ and ’经过 (after)’.

Thirdly, the replaced corpus is re-annotated and com-
bined with the original corpus. Since the length of the 
text may change after replacement, the original Begin 
Inside Outside (BIO) tags may shift. Therefore, the 
replaced text needs to have all tags removed and then 
re-tagged according to the named entity dictionary. The 
augmented corpus is generated as a model-readable 
corpus with BIO tags and combined with the original 
annotated corpus to create a new and merged corpus. 
Specifically, the comparison between the original training 
data and the augmented training data is shown in Fig. 2.

It can be seen, that the augmented corpus maintains 
the same tagging status as the original training corpus, 
with the entity parts remaining unchanged. The cor-
pus generated by this method retains the basic semantic 
consistency with the original corpus even after replacing 
some non-entity words, which meets the expected goal of 
the CRR data augmentation method.

TER
The TER method is inspired by the random swapping 
method in EDA. In text classification tasks, the reason 
that random word swapping can enhance performance is 
the overall characteristics of the sentence are not greatly 

altered. In Chinese electronic medical record NER tasks, 
if the replaced words are limited to entities of the same 
category, the resulting augmented sentences are semanti-
cally coherent to some extent. For example, in the Chi-
nese electronic medical record corpus, the sentence “术
后常规病理示: (直肠) 中分化腺癌(Postoperative routine 
pathology showed that (rectum) moderately differenti-
ated adenocarcinoma)” contains two entities, “直肠(rec-
tum)” and “腺癌(adenocarcinoma)”, which belong to the 
anatomical site and disease/diagnosis entity categories 
respectively. If we perform entities of the same category 
random replacement on this sentence, a possible aug-
mented sentence could be “术后常规病理示: (手臂) 中
分化脑癌(Postoperative routine pathology showed: (arm) 
moderately differentiated brain tumor)”. It can be seen 
that the two entities “直肠(rectum)” and “腺癌(adenocar-
cinoma)” are replaced with entities of the same category “
手臂(arm)” and “脑癌(brain tumor)”, generating a seman-
tically coherent sentence without altering the contextual 
features.

As shown in the example above, although sentences 
generated by randomly replacing entities of the same cat-
egory retain contextual features, they do not conform to 
real-world logic. In the NER task, due to the characteris-
tics and size of the experimental data, actual NER models 
have a relatively lower tolerance for noise, and excessive 
use of such illogical augmented data may even decrease 
the recognition performance of the NER model. There-
fore, we proposed “targeted random entity replacement” 
to balance the dataset and selectively replace entities in 
the corpus. The replacement steps are shown in Fig. 3.

Similarly, the steps of the TER method are below:
At first, extract all named entities from the original train-

ing corpus and store them in a list grouped by category. 

Fig. 2 The comparison between the original and the augmented training data
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For example, the list storing diseases and diagnosis catego-
ries would be [“胃(gastric) B-disease&diagnosis, 癌(can-
cer) I-disease&diagnosis”, “(liver) B-disease&diagnosis, 
癌(tumor) I-disease&diagnosis”, …], and so on for other 
entity categories.

Then, the number of entities of different categories in 
the entity pool is analyzed to select the category of aug-
mented entities based on their quantity distribution.

Finally, random entity replacement is performed for the 
selected entity category. After a named entity is selected 
as a target for augmentation, it will be randomly replaced 
with another one that belongs to the same entity category 
in the corpus.

It should be noted that there are two possible situations 
for the augmented training set: ①the entire sentence is 
without named entities; ②the entire sentence contains 
named entities, but none of them are selected for ran-
dom replacement, which means the sentence remains 
unchanged after augmentation using TER method.

For the first case, we removed all sentences consisting 
solely of non-entity parts from the augmented corpus 
to improve training speed and save training resources. 
For the second case, sentences containing named enti-
ties that have not been altered are retained because they 
help reduce the noise impact of the generated corpus on 
the NER model. Figure 4 shows the sentences of entities 
selected for random replacement.

From Fig.  4, after selecting the "Disease & Diagnosis" 
and "Surgery" entities as the chosen augmented entity 
categories, the two entities "贲门低分化腺癌(esophageal 
or gastric cardiac carcinoma)" and "根治性全胃切除术
(radical total gastrectomy)" in the original corpus were 
randomly replaced with two named entities of the same 
category: "肝囊肿(liver cyst)" and "胃切除术(gastrec-
tomy)," respectively.

NER based on data augmentation
According to the two data augmentation methods men-
tioned above and the relevant techniques of NER, we 
constructed a set of NER models based on data augmen-
tation. The framework is designed as shown in Fig. 5.

In data preprocessing, the goal is to transform the 
original Chinese electronic medical record corpus into 
training data that can be recognized by the model. Pre-
processing steps include data cleaning and correction, 
entity tagging, and data formatting and sorting. Data 
cleaning and correction mainly focus on checking the 
consistency of the content in the original data, handling 
invalid and missing values that may exist in the data, 
and ensuring the accuracy of the boundary of the cor-
responding tagged entities. Entity tagging involves anno-
tating the entities in the text according to certain tagging 
rules based on the pre-defined entity information in the 
original dataset. Data formatting and sorting include 

Fig. 3 The TER method

Fig. 4 The sentence of entities selected for random replacement
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further formatting and aligning according to the standard 
requirements for reading data by the model.

In data augmentation, for the CRR augmentation 
method, it is necessary to segment the entities and non-
entity text in the corpus, select appropriate replacement 
methods, and determine the replacement probability.

For the TER method, the category of augmented enti-
ties is determined based on the number and properties of 
each entity category. We initially selected two NER mod-
els to conduct full entities random replacement experi-
ments for all categories of entities, without considering 
the entity categories and quantities. For example, the 
electronic medical record segment “经CT检查发现胃癌 
(discovered gastric cancer through CT scan)” contains 
the named entities "CT检查 (CT scan)" as an imaging 
examination entity and “胃癌 (gastric cancer)” as a dis-
ease/diagnosis entity. After entities random replacement, 
this electronic medical record segment may become "经
X光检查发现鼻咽癌 (discovered nasopharyngeal carci-
noma through X-ray examination)”, where “CT检查 (CT 
scan: imaging examination entity)” and “胃癌 (gastric 
cancer: disease/diagnosis entity)” are replaced with “X
光检查(X-ray examination: imaging examination entity)” 
and “鼻咽癌(nasopharyngeal carcinoma: disease/diag-
nosis entity)” respectively. Subsequently, these two NER 
models were also applied to the unaugmented samples 
for experimentation. By comparing the results of these 
two experiments, we can determine how to select the 
augmented entity categories and replacement ratios. The 
results of this experiment are presented in Table 4 below.

In NER, we designed five different combination mod-
els based on three types of models to train and test on 
the original corpus, which served as the baseline mod-
els. Then, we conducted comparative experiments on 
augmented corpora using the five combination models 
to verify the effectiveness of the two data augmentation 
methods proposed in this paper. The Word2Vec model 
has two structures, Skip-gram and CBOW, which can 
better capture the relationships between words in the 
corpus. For example, in the corpus, the words ’patient’ 

and ’hospital’ frequently appear close to each other. 
Therefore, the semantic vectors generated by Word2Vec 
will have a closer semantic distance between these two 
words, achieving a better semantic representation of the 
text and effectively solving the problem of dimensional 
sparsity. Additionally, the distributed representation of 
Word2Vec addresses the high-dimensionality issue found 
in traditional semantic representation methods.

The BERT model uses bidirectional encoding Trans-
formers and is pre-trained on a large amount of everyday 
corpus from sources like Wikipedia and news articles. 
This pre-training provides BERT with ’prior knowledge’ 
of the target language corpus, enabling it to outperform 
traditional neural networks in classification and sequence 
labeling tasks. The RoBERTa model is a variant of the 
BERT model. It uses a dynamic masking mechanism 
instead of BERT’s original static masking mechanism and 
removes the ’next sentence prediction’ task. Compared to 
the BERT model, the RoBERTa model has better seman-
tic representation and learning capabilities, resulting in 
improved training outcomes.

Experiment
Dataset
The dataset used in the experiment is the public elec-
tronic medical record NER dataset for the subtask 
“Medical Entity Extraction for Chinese Electronic Medi-
cal Records” in CCKS2019.1 The original dataset was 
provided by Yidu Cloud,2 and it contains 1000 training 
sets and 379 testing sets, each composed of a real medi-
cal record text. Six major categories of medical entities 
were manually tagged in the dataset, including “Disease 
and Diagnosis(疾病和诊断)”, “Anatomy(解剖部位)”, “Lab 
Test(实验室检验)”, “Imaging Exam(影像检查)”, “Surgery(
手术)” and “Medication(药物)”.

In the original dataset, the category and position infor-
mation of electronic medical record text and entities are 

Fig. 5 NER models based on data augmentation

1 Please visit: https:// www. biend ata. xyz/ compe tition/ ccks_ 2019_1/
2 The dataset is available at http:// openkg. cn/ datas et/ yidu- s4k

https://www.biendata.xyz/competition/ccks_2019_1/
http://openkg.cn/dataset/yidu-s4k


Page 8 of 13Chen et al. BMC Medical Informatics and Decision Making          (2024) 24:221 

recorded in a dictionary. However, such a storage format 
cannot be directly read by the model. Therefore, it is nec-
essary to convert the original dataset according to the 
experimental requirements annotate the electronic medi-
cal record text sequence through appropriate tagging 
methods, and finally output it in a format that can be 
read by the model. In this paper, the original dataset was 
annotated and processed using the BIO tagging method.

After data preprocessing, we re-divided the original 
1000 training sets into training sets and validation sets at 
an 8:2 ratio, while 379 testing set were still used as testing 
set. The specific information of the training set, valida-
tion set, and testing set are shown in Table 1 and Fig. 6.

Experimental environment and evaluation criteria
In this paper, we used Python 3.7.0 as the programming 
language for the experiments, with TensorFlow 2.4.0 
and Keras 2.4.3 as the deep learning framework. All 
experiments were conducted on an Ubuntu 18.04.6 LTS 
(GNU/Linux 4.15.0–175-generic x86_64) system with an 
Intel(R) Xeon(R) Gold 6139 M CPU and a NVIDIA Tesla 
V100 GPU with 32 GB of VRAM.

In this paper, we evaluated the model’s recognition per-
formance using three metrics: precision, recall, and F1 
score. For the NER task, these evaluation criteria can be 
divided into two types of standards in different studies: 
strict and relaxed standards. The strict standard requires 
that the predicted entity’s position and category are con-
sistent with the original entity to be considered correct, 
while the relaxed standard only requires that the pre-
dicted entity category is correct and has overlap with the 

correct entity position. In this paper, we believe that in 
the medical application scenario, both the tag prediction 
result and the boundary prediction result of the entity 
should be as accurate as possible. Therefore, we adopt 
the strict standard to evaluate the model’s performance. 
Additionally, we should consider both the model’s recog-
nition accuracy and completeness. Therefore, we use the 
F1 score as the main evaluation criterion of the model, 
and precision and recall as auxiliary evaluation criteria.

NER model and parameter settings
Based on previous studies, we selected the traditional 
Word2Vec word embedding model and BERT-like pre-
training model for text feature extraction [66], and CRF 
model for text classification [67], and considered adding 
BiLSTM model to improve performance [68, 69]. Five 
combination models were obtained, as shown in Table 2.

In the Word2Vec-BiLSTM-CRF model, the Word2Vec 
layer is used to generate text feature vectors that are 
input into the BiLSTM layer. The BiLSTM layer uses bidi-
rectional propagation to construct an LSTM network, 
which helps the LSTM model effectively utilize contex-
tual features within a specific sentence range. Consid-
ering the issue of rare characters in Chinese electronic 
medical records, the parameter of hs in the Word2Vec 
model is set to 1, and Hierarchical Softmax is used for 
training. The min_count parameter is set to 1, meaning 
all words appearing in the corpus are retained. The win-
dow parameter is set to 4, and the vector_size parameter 
is consistent with the 768-dimensional word vectors used 
in the BERT model. The hyperparameters for Word2Vec-
BiLSTM-CRF include epoch setting of 10, batch_size 
setting of 4, learning_rate of 1e-3, and Adam [70] optimi-
zation, with a dropout rate of 0.5.

Similarly, in the BERT-CRF, BERT-BiLSTM-CRF, RoB-
ERTa-wwm-ext-CRF, and RoBERTa-wwm-ext-BiLSTM-
CRF models, all BERT model parameters use the default 
settings provided by the official. Both BERT and RoBERTa 

Table 1 Number of characters and sentences

Training set Validation set Testing set

Number of characters 338,197 42,126 134,728

Number of sentences 6155 783 2480

Fig. 6 Distribution of entity categories
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models use 12 encoder layers stacked, with a hidden_state 
dimension of 768 and 12 hidden layers. Additionally, in 
the BERT-BiLSTM-CRF and RoBERTa-wwm-ext-BiL-
STM-CRF models, the number of unidirectional hidden 
layers for the RNN is 32. The hyperparameters for the 
four combination models, except for epoch set to 3 and 
optimizer selected as AdaFactor, are consistent with those 
of the Word2Vec-BiLSTM-CRF model.

All five combination models utilize early stopping to 
prevent overfitting. The early stopping monitoring rule is 
based on the validation loss (val_loss), and if the model 
does not improve within 5 iterations, training is stopped, 
and the best-performing model is retained.

Data augmentation and parameter settings
CRR 
In this experiment, the CRR method used the Tencent 
word vector is open source tencent-ailab-embedding-zh-
d100-v0.2.0-s.tar for pre-trained Chinese word vectors. 
To maintain the meaning of the augmented sentences 
as much as possible during synonym replacement, 

according to the results of reference [50], we set the 
replacement probability for non-entity words to 20%. The 
augmented corpus and the original corpus combined to 
form an augmented fusion corpus. The number of sam-
ples in CRR fusion corpus is in Table 3.

TER
According to the methods described earlier, we first 
conducted a comparative experiment between "full 
entities random replacement augmentation" and the 
unaugmented text. This experiment selected the Word-
2Vec-BiLSTM-CRF and BERT-CRF combination mod-
els for testing, and the experimental results are shown in 
Table 4.

From Table  4, it can be seen that either the tradi-
tional deep learning model or the large-scale pre-trained 
language model, the method of full entities random 
replacement augmentation in the Chinese electronic 
medical record NER task brought negative benefits. 
This is because the generated augmented corpus after 
entities’ random replacement on the electronic medical 
record corpus often does not conform to actual seman-
tics and logic. Theoretically, the augmented corpus can 
be regarded as a "reasonable noise", which can improve 
the stability and robustness of the NER model if prop-
erly added. However, from the experimental results, the 
noise introduced by the method of full entities replace-
ment augmentation clearly exceeds the reasonable range. 
Therefore, the TER method designed in this paper needs 
to analyze the dataset in advance and control the "noise" 
of the augmented corpus within a reasonable range.

According to the distribution of entity categories in 
the training set represented by the blue bars in Fig.  6, 
the number of named entities in the “Anatomy” category 
is much higher than in the other five categories. There-
fore, we applied the TER method to randomly replace 
the entities of the five categories that are relatively weak 
in quantity (Disease and Diagnosis, Lab Test, Imaging 
Exam, Surgery, and Medication), and the replacement 
probability for each named entity remains at 1. The 
parameters of the augmented merged corpus are shown 
in Table 5.

Table 2 NER model

Models Model Features

Word2Vec-BiLSTM-CRF traditional word embedding + contextual features extraction + text classification

BERT-CRF BERT pre-training + text classification

BERT-BiLSTM-CRF BERT pre-training + contextual features extraction + text classification

RoBERTa-wwm-ext-CRF BERT optimized pre-training + text classification

RoBERTa-wwm-ext-BiLSTM-CRF BERT optimized pre-training + contextual features extraction + text classification

Table 3 The number of samples in CRR fusion corpus

Augmented fusion corpus type Number

characters 691,176

sentences 9907

replaced word 18,456

non-replaced word 76,289

Table 4 The experiment results of full random entity 
replacement augmentation

Model Precision(%) Recall(%) F1(%)

Word2Vec-BiLSTM-CRF 80.00 77.91 78.94
Word2Vec-BiLSTM-CRF (full entities 
random replacement)

79.44 77.39 78.40

BERT-CRF 83.13 81.96 82.54
BERT-CRF(full entities random 
replacement)

82.08 81.91 81.99
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Experimental results and analysis
Following the experimental design above, the experi-
mental results are shown in Table 6. In Table 6, models 
without parentheses indicate that the model used raw 
electronic medical record data for NER. Models with 
the suffix “(CRR)” indicate that the model used fusion 
data with CRR. Models with the suffix “(TER)” indicate 
that the model used fusion data with TER. All results 
are shown as percentages and rounded to three decimal 
places. Based on the experimental results in the table, the 
following conclusions can be drawn:

(1) The two data augmentation methods proposed 
in this paper, “Contextual Random Replacement 
Based on Word2Vec (CRR)” and “Targeted Enti-
ties Random Replacement (TER),” can generally 

improve the ability of Chinese electronic medical 
record medical NER models. According to the F1 
value results, the recognition performance of all five 
combined models improved after using fusion data. 
These five models include both the Word2Vec-
BiLSTM-CRF model that uses traditional word 
embedding deep learning methods and BERT-like 
combined models that use pre-trained language 
models. This indicates that the two data augmenta-
tion methods have a promoting effect on different 
NER models and are generalizable.

(2) In most cases, the data augmentation method of 
“CRR” provides better improvement for the com-
bined models than the “TER”  method. Except for 
the combined model ⑭RoBERTa-wwm-ext-BiL-
STM-CRF, the F1 score of the other four combined 
models using fusion data with CRR is better than 
that using TER method. This indicates that the 
CRR method not only enhances Chinese electronic 
medical record data but also preserves the origi-
nal semantics better, providing better gains for the 
model.

(3) Adding BiLSTM layer to the pre-trained model 
can better improve the model’s understanding 
of fusion data. According to the F1 value results, 
BERT-like models show better recognition ability 
for augmented data after adding the BiLSTM layer. 
For example, after using fusion data with CRR, the 
recognition performance of the combined model 
BERT-BiLSTM-CRF improved by up to 1.49%. 
This also indirectly indicates that combining BERT 
with BiLSTM can better capture textual features in 
larger-scale language data.

Based on the results from the existing literature, refer-
ence [50] compared the EDA and MDA augmentation 
methods using the same dataset (CCKS2019) and down-
stream tasks as in this paper. Therefore, the method pro-
posed in this paper can be compared with the EDA and 
MDA methods. The comparison results are shown in 
Table 7.

Table 5 The number of samples in TER fusion corpus

Augmented fusion corpus type Number

characters 625,314

sentences 9345

replaced entities 7330

deleting non-entity sentences 562

Table 6 Experimental Results

Models Precision(%) Recall(%) F1(%)

①Word2Vec-BiLSTM-CRF 80.000 77.907 78.940

②Word2Vec-BiLSTM-CRF (CRR) 80.744 77.757 79.223
(+ 0.28)

③Word2Vec-BiLSTM-CRF (TER) 80.120 78.091 79.092
(+ 0.15)

④BERT-CRF 83.133 81.956 82.540

⑤BERT-CRF(CRR) 82.474 83.422 82.945
(+ 0.41)

⑥BERT-CRF (TER) 82.640 83.039 82.839
(+ 0.30)

⑦BERT-BiLSTM-CRF 80.338 83.939 82.099

⑧BERT-BiLSTM-CRF (CRR) 82.122 85.105 83.587
(+ 1.49)

⑨BERT-BiLSTM-CRF (TER) 83.328 82.606 82.965
(+ 0.87)

⑩RoBERTa-wwm-ext-CRF 82.042 83.122 82.579

⑪RoBERTa-wwm-ext-CRF (CRR) 82.323 83.256 82.787
(+ 0.21)

⑫RoBERTa-wwm-ext-CRF (TER) 81.734 83.722 82.716
(+ 0.14)

⑬RoBERTa-wwm-ext-BiLSTM-CRF 82.788 83.505 83.145

⑭RoBERTa-wwm-ext-BiLSTM-CRF 
(CRR)

82.756 83.639 83.195
(+ 0.05)

⑮RoBERTa-wwm-ext-BiLSTM-CRF 
(TER)

83.276 84.872 84.066
(+ 0.92)

Table 7 Comparison of our data augmentation method with 
other data augmentation methods

*Since we do not include experiments with the BiLSTM + CRF model but use 
the BERT-BiLSTM-CRF and RoBERTa-wwm-ext-BiLSTM-CRF models, and since 
BERT and RoBERTa belong to the same family of models, the results of these two 
experiments are averaged to substitute for the BiLSTM + CRF model results

Models Original EDA MDA CRR TER

BERT + CRF 80.56 81.34 83.29 82.95 82.84

BiLSTM + CRF 81.00 82.04 83.45 83.39* 83.52*
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As shown in Table  7, both our methods proposed 
outperform the EDA method and are comparable to 
the MDA method proposed in reference [50]. In the 
BERT + CRF model, the MDA method performs slightly 
better than our methods proposed. However, in the 
BiLSTM + CRF model, our methods proposed perform 
slightly better than the MDA method. Additionally, our 
methods proposed do not require additional data and 
computational resources, whereas the MDA method in 
reference [50] requires the collection of additional data 
resources and computational power to support the con-
struction of a knowledge graph. Therefore, in terms of 
ease of use, our methods proposed have an advantage.

Conclusion
Data augmentation is essential for improving medical 
named entity recognition (NER) due to high data acqui-
sition costs, specialized terminology, imbalanced data, 
and limited training resources. To address the lack of 
high-quality medical record corpora for training, we 
proposed two methods: Contextual Random Replace-
ment (CRR) and Targeted Entity Random Replacement 
(TER). These methods balance data distribution, enrich 
training datasets, and improve model performance. 
Our methods showed significant improvements in Chi-
nese medical NER. CRR was effective with synonym 
replacement, and TER highlighted the importance of 
selecting appropriate entity categories and augmenta-
tion data quantity.

Future work will focus on exploring additional methods 
like incorporating knowledge graphs, transfer learning, 
and graph representation learning [71, 72] to improve the 
prediction ability of the models. We also plan to inves-
tigate the integration of other advanced augmentation 
techniques and evaluate their impact on diverse medical 
datasets to further enhance medical NER performance.
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