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Abstract
Background To evaluate the accuracy, reliability, quality, and readability of responses generated by ChatGPT-3.5, 
ChatGPT-4, Gemini, and Copilot in relation to orthodontic clear aligners.

Methods Frequently asked questions by patients/laypersons about clear aligners on websites were identified using 
the Google search tool and these questions were posed to ChatGPT-3.5, ChatGPT-4, Gemini, and Copilot AI models. 
Responses were assessed using a five-point Likert scale for accuracy, the modified DISCERN scale for reliability, the 
Global Quality Scale (GQS) for quality, and the Flesch Reading Ease Score (FRES) for readability.

Results ChatGPT-4 responses had the highest mean Likert score (4.5 ± 0.61), followed by Copilot (4.35 ± 0.81), 
ChatGPT-3.5 (4.15 ± 0.75) and Gemini (4.1 ± 0.72). The difference between the Likert scores of the chatbot models was 
not statistically significant (p > 0.05). Copilot had a significantly higher modified DISCERN and GQS score compared to 
both Gemini, ChatGPT-4 and ChatGPT-3.5 (p < 0.05). Gemini’s modified DISCERN and GQS score was statistically higher 
than ChatGPT-3.5 (p < 0.05). Gemini also had a significantly higher FRES compared to both ChatGPT-4, Copilot and 
ChatGPT-3.5 (p < 0.05). The mean FRES was 38.39 ± 11.56 for ChatGPT-3.5, 43.88 ± 10.13 for ChatGPT-4 and 41.72 ± 10.74 
for Copilot, indicating that the responses were difficult to read according to the reading level. The mean FRES for 
Gemini is 54.12 ± 10.27, indicating that Gemini’s responses are more readable than other chatbots.

Conclusions All chatbot models provided generally accurate, moderate reliable and moderate to good quality 
answers to questions about the clear aligners. Furthermore, the readability of the responses was difficult. ChatGPT, 
Gemini and Copilot have significant potential as patient information tools in orthodontics, however, to be fully 
effective they need to be supplemented with more evidence-based information and improved readability.
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Introduction
The term “artificial intelligence” (AI), defined as comput-
erized synthetic human cognitive function, first appeared 
in 1956 and is widely used today [1]. AI is the term used 
to describe machines or software systems designed to 
perform tasks that typically require human intelligence, 
including making decisions, solving problems, and learn-
ing from experience [2]. Machine Learning (ML) and 
Large Language Models (LLM), which are part of AI, 
are also used in medicine and dentistry to help profes-
sionals provide better oral health services [3, 4]. LLM is 
often used as a large-scale language model trained with 
deep learning techniques, and they form the basis for 
various Natural Language Processing (NLP) tasks, a sub-
set of AI that enables machines to understand, interpret 
and produce human-like texts. Chatbots are language 
models that automatically understand and respond to 
human user queries using NLP and ML algorithms [5]. 
Today there are different language models with different 
characteristics.

Firstly, a new artificial intelligence LLM called Chat-
GPT was created by OpenAI Inc. (San Francisco, CA, 
USA). The ChatGPT version that is freely accessible is 
based on the GPT-3.5 language model. In contrast, the 
newer GPT-4 version is available exclusively under the 
ChatGPT Plus paid subscription. In the initial three-
month period following its inauguration, the platform 
attracted a remarkable 100  million new users [4]. Fol-
lowing the popularity of ChatGPT, in February 2023 
Microsoft (Microsoft Corporation, Redmond, WA, USA) 
introduced the Bing Chat AI chatbot using the GPT-4 
language model, which is currently being relaunched as 
Copilot [4]. Copilot uses GPT-4 technology as well as 
Code Interpreter and DALL-E 3 for encoding and render-
ing respectively [6]. Copilot also works effectively with 
Microsoft 365 applications. It has been stated that Copi-
lot addresses some of the important issues commonly 
encountered in ChatGPT, such as keeping up to date with 
current events via internet access, providing footnotes 
with links to sources for the information received, and 
having live internet access [6]. In March 2023, Google 
(Google Ireland Limited, Dublin, Ireland) introduced 
the Google Bard language model initially powered by 
LaMDA and later by PaLM 2 LLM, which is currently 
being relaunched as Gemini [4]. These models and their 
respective updates have several distinguishing features. 
ChatGPT’s responses are based on pre-existing training 
data, while Gemini uses real-time access to the Internet 
to incorporate up-to-date information when generating 
responses [7]. Although Copilot has some advantages, 
such as live Internet access, it has a limit of 100 requests 
per day compared to ChatGPT’s 70 requests per hour 
[4]. Another difference is that ChatGPT-3.5, Gemini and 

Copilot are publicly available, while ChatGPT-4 requires 
a paid subscription and is more difficult to access.

The use of AI chatbots is becoming increasingly pop-
ular among healthcare professionals and patients as a 
convenient source of medical and dental information 
due to technological advancements [8]. AI chatbots 
offer patients 24/7 accessibility, fast responses to ques-
tions, and minimize the need for appointments, enabling 
them to access information at any time [2]. In addition 
to these features, the ability of the system to provide 
incorrect answers, generate irrelevant content, and pres-
ent false information and disinformation as fact raises 
serious concerns in critical areas such as health [3]. It is 
essential to evaluate health-related content created by AI 
objectively [9]. The reliability and quality of the informa-
tion source in chatbots is crucial as it can affect patients’ 
cooperation and compliance in treatment, as well as doc-
tor-patient communication and trust.

Clear aligner treatment is one of the most popular 
orthodontic developments due to the increasing demand 
for aesthetic perception in orthodontic treatment [8]. 
Clear aligners have advantages, such as meeting aesthetic 
expectations and ease of use. However, there are also 
issues to consider, such as the duration of use, patient 
compliance, personal motivation, and cleaning [10]. For 
successful treatment, patients must receive accurate 
information about clear aligners. According to a survey, 
57% of patients prefer to consult the internet first for 
health-related information [11]. In particular, the objec-
tivity of promotional and advertising content information 
of social media sources is controversial [12]. Therefore, 
the accuracy, reliability, and content knowledge of chat-
bots trained on large text datasets from the internet 
(including Wikipedia, digitized books, articles, and web 
pages) are important in terms of clear aligner treatments 
and information [4].

As the field of health decision-making continues 
to evolve, patients are increasingly utilising AI tools. 
Despite the potential benefits of AI chatbots, there are 
several limitations that require consideration. These 
include the risk of misinformation, the lack of special-
ized medical knowledge, and the potential for produc-
ing unrealistic outputs, such as hallucinations [13]. As 
chatbot responses can cause serious problems in areas 
where critical information is needed (medicine, dentistry, 
etc.), it is important that the responses are verified by 
physicians.

Recent literature has investigated the capacity of AI 
models, such as ChatGPT, to provide answers to general 
questions across different fields, including medicine and 
dentistry [1, 5]. Daraqel et al. [7] highlighted that there 
is still a notable gap in the comprehensive evaluation of 
the performance of different AI models in orthodon-
tics. To our knowledge, this study is the first to examine 
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the responses of the most used AI models, including, 
Google’s Gemini, OpenAI’s ChatGPT-3.5, and Chat-
GPT-4, and Microsoft’s Copilot, to questions about clear 
aligner treatments that are frequently asked by patients 
on websites. Reliability, quality, readability, and accuracy 
were evaluated to provide a comprehensive assessment 
of the responses. The main contribution of our study is 

an in-depth content analysis of the information provided 
by different AI chatbots to frequently asked questions by 
patients, especially about clear aligners, which are a pop-
ular and common orthodontic treatment today.

Materials and methods
Ethical approval was not required as no human/animal 
participants were involved in the study. A search was 
conducted using the Google Search Tool to identify web-
sites that responded to the search term “frequently asked 
questions about clear aligners” [3]. In the literature, it is 
reported that 90% of search-engine users only viewed the 
first three pages of search results [14]. Therefore, the first 
30 sites were analysed and a pool of 180 questions was 
created by excluding ‘irrelevant’, ‘duplicate’, non-English 
and ‘sponsored advertising’ sites. The 20 most frequently 
asked questions were included by the authors, with the 
exclusion of repetitive (64 questions), similar (50 ques-
tions), irrelevant (36 questions) and brand-related (10 
questions) questions (Table 1)(Fig. 1).

The chatbots tested were: (i) ChatGPT model GPT-3.5, 
which is currently available for free. (ii) ChatGPT model 
GPT-4, which is available as part of a subscription in 
ChatGPT Plus. (iii) Gemini. (iv) Copilot.

It has been reported that ChatGPT may potentially 
provide different and faster responses when asked the 
same question again or at different time points [15]. 
Accordingly, all questions were posed only once. Fur-
thermore, Gemini generates 3 versions, or drafts, of each 
response [7]. The initial draft was selected for evaluation. 
Copilot has three different speaking style modes, and the 
‘more balanced’ standard mode was chosen. To prevent 

Table 1 The queries that were asked to ChatGPT-3.5, ChatGPT-4, 
Gemini, and Copilot
1. What are clear aligners?
2. How do clear aligners straighten the teeth?
3. What’s the difference between clear aligners and braces?
4. What malocclusions can be treated with clear aligners?
5. What are the benefits of clear aligners?
6. Can clear aligners be more effective than braces in solving orthodon-
tic problems?
7. Are clear aligners more expensive than braces?
8. Is clear aligner treatment covered by health insurance?
9. What is the recommended duration for wearing clear aligners during 
the day?
10. How often do I need to change my clear aligners?
11. How long does the clear aligner treatment last?
12. How frequently do I have to visit my orthodontist during clear 
aligner treatment?
13. Do clear aligners affect eating?
14. Is it possible to drink tea/coffee or smoke with clear aligners?
15. How to clean clear aligners?
16. Is there any effect of clear aligners on speech?
17. Are clear aligners painful?
18. What are the clear aligners made of?
19. What is interproximal reduction in the treatment of clear aligners?
20. What are clear aligner attachments?

Fig. 1 Flowchart of the study
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the correlation of answers, a new user record was created 
for each model and a separate chat window was opened 
for each question. All questions were posed on the same 
day using the same laptop (Windows 11 Home, Intel(R) 
Core(TM) i7-12700  H 2.70  GHz, 16 GB RAM, Nvidia 
GeForce RTX 4060 8 GB Graphics Card) and the same 
fixed fiber internet network (100 Mbps). Consequently, 
responses from ChatGPT-3.5, ChatGPT-4, Gemini and 
Copilot were entered into four separate forms (A, B, 
C and D), with the removal of all words related to each 
AI model, to ensure the blindness of the evaluators. The 
responses of AI chatbots to the questions are presented 
in the Additional file 1. All responses were subjected to 
independent assessment by experienced study authors 
(D.D and R.B.G), with reference to the current literature 
and clinical practice.

For accuracy, a five-point Likert scale was employed 
[16, 17]. According to this scale; Score 1; the chatbot’s 
answers are completely incorrect, Score 2; the chatbot’s 
answers contain more incorrect items than correct items, 
Score 3; the chatbot’s answers contain an equal balance 
of correct and incorrect items, Score 4; the chatbot’s 
answers contain more correct items than incorrect items 
and Score 5; the chatbot’s answers are completely correct.

The DISCERN scale is a three-part scale that has 
been used in previous studies to evaluate the reliabil-
ity and quality of online health information [3, 18] In 
this study, only the initial eight-question section of the 
DISCERN scale was used to assess the reliability of AI 
chatbot responses [19]. The 8 questions of the modi-
fied DISCERN scale evaluate the following; (i) clarity of 
objectives, (ii) achievement of objectives, (iii) relevant, 
(iv) what sources of information were used, (v) when the 
information used or reported was produced, (vi) bal-
ance and unbiased, (vii) details of additional support and 
sources of information, (viii) reference to areas of uncer-
tainty. For each question in the modified DISCERN scale, 
the total score was calculated by scoring the no answer 
as 1, the partial answer as 2–3–4, and the yes answer as 
5. The total score was then categorized as poor (8–15 
point), moderate (16–31 point), or good (32–40 point) 
[20].

Global Quality Scale (GQS) analyze the quality of writ-
ten sources in the field of medicine [2, 21]. In the GQS, 

the lowest score is 1 and the highest score is 5. Accord-
ing to this scale; Score 1; poor quality, most information 
missing, not useful for patients, Score 2; generally poor 
quality, many important topics missing and very limited 
use for patients, Score 3; moderate quality, some impor-
tant information adequately discussed but others insuffi-
ciently discussed,

Score 4; good quality, most of the relevant information 
listed is useful for patients, and Score 5; excellent qual-
ity and excellent flow, very useful for patients. According 
to GQS scoring; 1–2 points representing low quality, 3 
points moderate quality, and 4–5 points high quality [20].

For readability, the Flesch Reading Ease Score (FRES) 
was employed [3, 20]. Readability of the response texts 
was measured using the Microsoft Word for Mac 
Flesch-Reading Ease Score calculator (version 16.75 
[23,070,901]; Microsoft, Redmond, Wash). FRES is as fol-
lows: 206.835–1.015 x (total words/total sentences) − 84.6 
3 (total syllables/total words). In this scoring system, a 
score between 0 and 100 is obtained according to a calcu-
lation and a reading level is determined between easy and 
difficult (Table 2).

Statistical analysis
Statistical analysis was performed using NCSS (Number 
Cruncher Statistical System) 2007 statistical software 
(Utah, USA). Quantitative data were described using the 
mean, standard deviation (SD), median and interquar-
tile range (IQR). For comparisons between the groups, 
Shapiro-Wilk test was used to verify the normality of 
distribution. One-way analysis of variance (ANOVA) 
and post-hoc Tukey’s multiple comparison test were 
used for intergroup comparisons of normally distributed 
variables. Otherwise, Kruskal-Wallis test and post-hoc 
Dunn’s multiple comparison test were used. Interob-
server agreement was evaluated with the intraclass cor-
relation coefficient (ICC). The results were evaluated at a 
significance level of p < 0.05.

Results
ICC values ranged between from 0.829 to 0.979 for inter-
rater reliability (Table 3).

Likert, modified DISCERN, GQS and FRES scores of 
the chatbots’ answers to questions about clear aligners 
are shown in Table 4. Normally distributed data are pre-
sented as mean ± SD, and non-normally distributed data 
are presented as median (IQR).

ChatGPT-4 responses had the highest mean Likert 
score (4.5 ± 0.61), followed by Copilot (4.35 ± 0.81), Chat-
GPT-3.5 (4.15 ± 0.75) and Gemini (4.1 ± 0.72) (Table  4). 
The difference between the Likert scores of the chat-
bot models was not statistically significant (p > 0.05) 
(Table 5).

Table 2 The interpretation of the core and reading levels
Flesch Reading Ease Score Reading Level
0–29 Very difficult
30–49 Difficult
50–59 Fairly difficult
60–69 Standard and/or plain
70–79 Fairly easy
80–89 Easy
90–100 Very easy
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Copilot responses had the highest mean modi-
fied DISCERN score (25.4 ± 3.39), followed by Gemini 
(21.1 ± 2.63), ChatGPT-4 (19.7 ± 2.15) and ChatGPT-3.5 
(18.65 ± 2.25) (Table 4). Copilot had a significantly higher 
modified DISCERN score compared to both Gem-
ini, ChatGPT-4 and ChatGPT-3.5 (p < 0.05). Gemini’s 
modified DISCERN score was statistically higher than 
ChatGPT-3.5 (p < 0.05) (Table 5). According to the modi-
fied DISCERN classification, 95% of Copilot, Gemini, 
and ChatGPT-4 responses and 85% of ChatGPT-3.5 
responses were moderately reliable (Table 6).

Copilot responses had the highest mean GQS score 
(4.4 ± 0.68), followed by Gemini (3.95 ± 0.69), ChatGPT-4 
(3.8 ± 0.62) and ChatGPT-3.5 (3.5 ± 0.61) (Table 4). Copi-
lot had a significantly higher GQS score compared to 
Gemini, ChatGPT-4 and ChatGPT-3.5 (p < 0.05). Gemi-
ni’s GQS score was statistically higher than ChatGPT-3.5 
(p < 0.05) (Table  5). According to the GQS classifica-
tion, 90% of Copilot’s responses were high quality, 80% 
of Gemini’s responses were high quality, 65% of ChatG-
PT-4’s responses were high quality, 55% of ChatGPT-3.5’s 
responses were moderate quality (Table 6).

The mean FRES was 38.39 ± 11.56 for ChatGPT-3.5, 
43.88 ± 10.13 for ChatGPT-4 and 41.72 ± 10.74 for Copi-
lot, indicating that the responses were difficult to read 
according to the reading level (Table  2). The mean 
FRES for Gemini was 54.12 ± 10.27, indicating that the 
responses were fairly difficult to read according to the 

reading level (Table 2). Gemini also demonstrated a sig-
nificantly higher FRES compared to both ChatGPT-4, 
Copilot and ChatGPT-3.5 (p < 0.05). There was no statis-
tically significant difference between ChatGPT-4, Copilot 
and ChatGPT-3.5 (p > 0.05) (Table 5).

Table 3 The intraclass correlation coefficient of evaluators data
Intraclass Corre-
lation Coefficient 
%95 CI

Likert Score ChatGPT-3.5 0.919 (0.796–0.968)
ChatGPT-4 0.829 (0.767–0.932)
Gemini 0.946 (0.864–0.979)
Copilot 0.911 (0.774–0.965)

Modified DISCERN 
Score

ChatGPT-3.5 0.952 (0.879–0.981)
ChatGPT-4 0.979 (0.947–0.992)
Gemini 0.967 (0.917–0.987)
Copilot 0.945 (0.860–0.978)

GQS Score ChatGPT-3.5 0.930 (0.824–0.972)
ChatGPT-4 0.829 (0.768–0.932)
Gemini 0.915 (0.784–0.966)
Copilot 0.882 (0.799–0.922)

Table 4 A comparison of the Likert, modified DISCERN, GQS and FRES scores of four different chatbots
ChatGPT-3.5 ChatGPT-4 Gemini Copilot p

Likert Score mean ± SD 4.15 ± 0.75 4.5 ± 0.61 4.1 ± 0.72 4.35 ± 0.81 0.259‡
median (IQR) 4 (4-5) 5 (4-5) 4 (4-5) 5 (4-5)

Modified DISCERN Score mean ± SD 18.65 ± 2.25 19.7 ± 2.15 21.1 ± 2.63 25.4 ± 3.39 0.0001†
GQS Score mean ± SD 3.5 ± 0.61 3.8 ± 0.62 3.95 ± 0.69 4.4 ± 0.68 0.001‡

median (IQR) 3 (3-4) 4 (3-4) 4 (3,25 − 4) 4,5 (4-5)
Flesch Reading Ease Score mean ± SD 38.39 ± 11.56 43.88 ± 10.13 54.12 ± 10.27 41.72 ± 10.74 0.0001†
†ANOVA, ‡Kruskal–Wallis analysis

Table 5 Post-hoc pairwise comparison of scores in AI chatbots
Modified 
DISCERN 
Score
p

Flesch Read-
ing Ease Score
p

GQS
Score
p

ChatGPT-3.5 vs. ChatGPT-4 0.597 0.371 0.165
ChatGPT-3.5 vs. Gemini 0.023† 0.001† 0.036†
ChatGPT-3.5 vs. Copilot 0.0001† 0.758 0.0001†
ChatGPT-4 vs. Gemini 0.348 0.017† 0.483
ChatGPT-4 vs. Copilot 0.0001† 0.919 0.007†
Gemini vs. Copilot 0.0001† 0.002† 0.042†
†p < 0.05, Tukey’s post hoc test was used for Modified DISCERN and Flesch 
Reading Ease Score, and Dunn’s post hoc test was used for GQS.

Table 6 Score distribution of chatbot responses according to 
the modified DISCERN scale and GQS classification

ChatGPT-3.5 ChatGPT-4 Gemini Copilot
n (%) n (%) n (%) n (%)

Modi-
fied 
DIS-
CERN 
Score

Poor 
(8–15 
point)

3 (15%) 1 (5%) 0 (0%) 0 (0%)

Moder-
ate 
(16–31 
point)

17 (85%) 19 (95%) 19 (95%) 19 
(95%)

Good 
(32–40 
point)

0 (0%) 0 (0%) 1 (0%) 1 (5%)

GQS 
Score

Low 
quality 
(Score 
1 or 2)

0 (0%) 0 (0%) 0 (0%) 0 (0%)

Moder-
ate 
quality 
(Score 
3)

11 (55%) 7 (35%) 4 (20%) 2 (10%)

High 
quality 
(Score 
4 or 5)

9 (45%) 13 (65%) 16 (80%) 18 
(90%)

Categorical variables (number of questions) are shown as n (%) in the table.
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Discussion
In the 21st century, a significant proportion of patients 
and parents use the internet and social media platforms 
to find out more about health-related issues. Clear align-
ers are one of the most discussed orthodontic devel-
opments due to the increasing demand for aesthetic 
orthodontic treatment [8]. The objectivity of claims made 
by commercial companies and advertising sources about 
clear aligners, especially on social media and the internet, 
is questionable [12]. Therefore, the quality of health infor-
mation about clear aligners, which is of great interest to 
patients, is important. AI chatbots are a potential source 
for patients to access information about clear aligners. 
The objective of this study is to evaluate the responses to 
frequently asked questions about the clear aligner using a 
comprehensive overview and various AI models.

AI chatbots interact with users using NLP and machine 
learning techniques, with the overarching goal of facili-
tating access to healthcare services, providing quick 
access to medical information, and reducing the burden 
on healthcare systems [13]. At this point, it is of great 
importance that factors such as accuracy, reliability, qual-
ity, and readability of chatbot responses in the medical 
field are audited by clinicians. A study in the literature 
evaluating the quality of information provided by Chat-
GPT-4 about periodontal disease using the DISCERN 
tool found that, despite some limitations, the AI consis-
tently provided accurate guidance for most responses 
[22]. Bhattacharyya et al. [23] emphasize the need for 
caution when searching for medical information on Chat-
GPT, as many of the references provided in the medical 
content were found to be inaccurate. In addition, Eggman 
et al. [9] evaluated the impact of language models such 
as ChatGPT on dentistry and stated that further research 
and development is needed to fully realize the potential 
benefits of language models in areas such as clinical deci-
sion support, patient education and dental education.

In the literature, different indices have been used to 
evaluate the accuracy of AI chatbot responses, in this 
study a five-point Likert scale was used. [7, 8, 16]. In the 
study, all AI chatbot models generally produced reason-
ably accurate to the most frequently asked questions of 
patients about clear aligner. Both evaluators scored Chat-
GPT-4’s responses as the most accurate, followed by the 
answers of Copilot, Gemini, and ChatGPT-3.5, respec-
tively. In a study evaluating the responses of four different 
chatbots to clinical questions about general orthodontics, 
Makrygiannakis et al. [4] found that the best answers 
were given by Bing, ChatGPT-4, Google Bard, and Chat-
GPT-3.5, respectively. Similarly, Daraqel et al. [7] evalu-
ated the accuracy of ChatGPT and Google Bard’s answers 
to general orthodontic questions and reported that the 
average response accuracy level was high in both AI 
models. Tanaka et al. [24] also used a 5-point Likert Scale 

to assess accuracy and found that ChatGPT-4 provided 
useful information on clear aligners, temporary anchor-
age devices and digital imaging. On the other hand, 
Arqud et al. [8] have indicated that the overall accuracy 
of ChatGPT-3.5 responses to queries regarding clear 
aligners is inadequate. This difference is thought to be 
related to the content of the questions. While Arqud 
et al. [8] asked detailed and technical questions about 
clear aligners, this study included questions frequently 
asked by patients about clear aligners. Indeed, Balel [25] 
reported that ChatGPT provided good to excellent reli-
able responses to patient (layman) queries in accordance 
with our study, while responses to physician queries were 
of a moderate quality. AI chatbot models may have sig-
nificant potential as a patient information tool, but their 
use in technical questions and training may not be com-
pletely safe, as Balel and Arqud et al. [8, 25].

Today, the reliability of health information is of great 
importance for patients utilizing the Internet as a source 
of information. It is possible for AI chatbots such as 
ChatGPT to present information that is false or mislead-
ing, and patients may be inclined to believe this informa-
tion [3]. Topics such as sources of information, citations 
and references are important in evaluating reliability of 
health information and were evaluated in our study using 
the modified DISCERN scale. In the study, all AI chatbot 
models generally produced moderately reliable answers 
to the questions patients most frequently asked about the 
clear aligner. Both evaluators rated Copilot’s responses as 
the most reliable, followed by Gemini, ChatGPT-4, and 
ChatGPT-3.5. This result is in accordance with Copi-
lot’s and Gemini’s high score in the DISCERN tool in the 
questions related to ‘specifying the information sources 
used in the creation of the content’. Copilot used a total 
of 87 references in all questions. Gemini used 4 refer-
ences in total, only in 4 questions. The fact that Gemini 
and Copilot provide references or citations can be attrib-
uted to their real-time access to up-to-date information 
[4]. A significant limitation of chatbots such as Chat-
GPT-3.5 and ChatGPT-4 in responding to health-related 
questions is their inability to provide references or cita-
tions for the information they generate [26]. Similarly, 
the present study found that Chat-GPT 3.5 and Chat-
GPT-4 did not provide references or citations to ques-
tions about clear aligners. In the study, the 19th question 
in Additional file 1 asked: “What is interproximal reduc-
tion in clear aligner treatment?” According to the modi-
fied DISCERN scoring, overall, all AI chatbot responses 
were generally clear, relevant, and unbiased. However, 
Copilot provided referenced information about the clini-
cal practice of interproximal reduction. Similarly, Gemini 
provided referenced information about the methods of 
interproximal reduction and referred to its website. As 
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a result, Copilot and Gemini had a higher modified DIS-
CERN score for this question.

Kılınç et al. [3] evaluated the reliability of ChatGPT 
answers to orthodontic questions and reported that the 
answers were not scientifically based and did not pro-
vide peer-reviewed references. The availability of accu-
rate, evidence-based information from reliable sources 
empowers patients to make informed decisions about 
their health [26]. Copilot cited 75 websites and 9 aca-
demic articles as references, while Gemini’s references 
were all websites. Seth et al. reported that Bing’s refer-
ences were below average, offering few academic articles 
[27]. Although Copilot provided the most citations and 
references from academic articles in this study, more use 
of evidence-based scientific data is needed for the reli-
ability of language models. Chatbots are language mod-
els trained on a variety of internet data that produce 
text based on statistical models covering a wide range of 
topics [27]. Accordingly, the content of the websites also 
becomes of significant importance. In the literature, the 
quality of web-based content about clear aligners was 
evaluated with the DISCERN scale, and found the quality 
of website content poor [28, 29]. The improved content 
resources of websites prepared by experts, supported by 
evidence-based scientific data, can enhance the learning 
and responses of language models.

Balel [25] asked ChatGPT the questions patients ask 
about maxillofacial surgery and the answers were found 
to be good to excellent and reliable according to the GQS 
scale. Another study, Acar [2] reported that the responses 
provided by ChatGPT, Bard, and Bing regarding oral sur-
gery exhibited high GQS scores. Similarly in the present 
study, Copilot, Gemini, and ChatGPT-4 gave good qual-
ity answers to frequently questions about clear align-
ers, while ChatGPT-3.5 provided medium/good quality 
answers. In the study, the 20th question in Additional file 
1 asked: “What are clear aligner attachments?” Accord-
ing to GQS, ChatGPT-3.5’s answer was given a score of 3. 
The answer was of medium quality, there was some infor-
mation, but not enough. There was no information about 
power transmission, what tooth movements it is needed 
for, that it should only be used for more complex move-
ments that are difficult to achieve with clear aligners. 
Gemini also received the same score. ChatGPT-4 gave 
a good quality response with more information listed 
for patients on topics such as improved grip, directional 
forces, precise movements and was given a score of 4. 
Copilot gave very useful and excellent quality responses 
for patients, providing additional information on the dif-
ferent types of attachments, passive and active surfaces of 
attachments, dimensions of attachments and was given a 
score of 5.

Health literacy is defined as the ability to read and 
understand health-related information, enabling 

individuals to make informed decisions and manage 
treatment processes [3]. In the literature, readability 
is identified as an essential element of health literacy, 
ensuring that documents are understood [30]. Readabil-
ity is evaluated using different indices, including sentence 
length and the use of difficult words [31]. FRES between 
0 and 100, with a higher score indicating better read-
ability; 60–70 is standard English, and 65 is an accept-
able target [32]. Although Gemini had the highest FRES 
score in the study, it was found that all AI chatbots were 
below 60 points and difficult to read. Similarly, in the 
study evaluating the readability of responses about rhino-
plasty, Google Bard showed the highest FRES, followed 
by ChatGpt and Bing [27]. Onder et al. reported that the 
readability of responses generated by ChatGPT-4 regard-
ing hypothyroidism in pregnancy was difficult. The dif-
ficulty in readability of chatbots will limit their easy use 
by the public. Expert produced websites can improve the 
performance of language models trained on a wide range 
of internet data by providing high quality, clear and read-
able health information.

There were some limitations of our study. First, 
responses were analyzed only in English, so results can-
not be generalized to all languages. Chatbots, which are 
based on deep learning, collect new data that is uploaded 
to the internet every second and create new answers. As 
a result, changing answers makes control difficult. Should 
the same question be posed again or at different points in 
time, it is possible that an AI chatbots may provide a dif-
ferent answer. It should be noted that all questions were 
posed only once, and the initial responses were evalu-
ated. In addition, there are currently studies involving 
prompting of language models [13]. Studies and solu-
tions to increase the effectiveness of AI language models 
in providing accurate and unbiased information are dis-
cussed. Based on the findings of the study, it is evident 
that further studies are necessary to refine the responses 
of AI language models and enhance their utility in the 
field of orthodontics.

Conclusions
All chatbot models provided generally accurate, mod-
erate reliable and moderate to good quality answers to 
questions about the clear aligners. Copilot’s responses 
were the most reliable and quality, followed by Gemini, 
ChatGPT-4, and Chat GPT-3.5. Copilot and Gemini pro-
vided references or citations in responses about clear 
aligners. A major limitation of ChatGPT-3.5 and Chat-
GPT-4 is that they did not provide references or cita-
tions for the answers they generated. Furthermore, the 
FRES indicated that the reading level of the AI chatbots 
responses was difficult. ChatGPT, Gemini and Copilot 
have significant potential as patient information tools in 
orthodontics, however, to be fully effective they need to 
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be supplemented with more evidence-based information 
and improved readability.
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