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Abstract 

Objective Hospitals and healthcare providers should assess and compare the quality of care given to patients 
and based on this improve the care. In the Netherlands, hospitals provide data to national quality registries, which 
in return provide annual quality indicators. However, this process is time-consuming, resource intensive and risks 
patient privacy and confidentiality. In this paper, we presented a multicentric ‘Proof of Principle’ study for federated 
calculation of quality indicators in patients with colorectal cancer. The findings suggest that the proposed approach 
is highly time-efficient and consume significantly lesser resources.

Materials and methods Two quality indicators are calculated in an efficient and privacy presevering federated man-
ner, by i) applying the Findable Accessible Interoperable and Reusable (FAIR) data principles and ii) using the Personal 
Health Train (PHT) infrastructure. Instead of sharing data to a centralized registry, PHT enables analysis by sending 
algorithms and sharing only insights from the data.

Results ETL process extracted data from the Electronic Health Record systems of the hospitals, converted them 
to FAIR data and hosted in RDF endpoints within each hospital. Finally, quality indicators from each center are calcu-
lated using PHT and the mean result along with the individual results plotted.

Discussion and conclusion PHT and FAIR data principles can efficiently calculate quality indicators in a privacy-pre-
serving federated approach and the work can be scaled up both nationally and internationally. Despite this, appli-
cation of the methodology was largely hampered by ELSI issues. However, the lessons learned from this study can 
provide other hospitals and researchers to adapt to the process easily and take effective measures in building quality 
of care infrastructures.

Keywords Colorectal, Registry, Quality of Care, Big Data, Privacy

Open Access

© The Author(s) 2024. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://creativecommons.org/licenses/by/4.0/. The Creative Commons Public Domain Dedication waiver (http://creativecom-
mons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

BMC Medical Informatics and
Decision Making

*Correspondence:
Ananya Choudhury
ananya.choudhury@maastro.nl
Full list of author information is available at the end of the article

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12911-024-02526-y&domain=pdf


Page 2 of 11Choudhury et al. BMC Medical Informatics and Decision Making          (2024) 24:121 

Background
Methods for acquiring and analyzing real-world big data 
in the context of health and healthcare are rapidly devel-
oping. Real-world and research data in these contexts 
are often hosted in silos across electronic health record 
(EHR) systems and are hard to find, share, and interpret 
by others. One of the key developments to overcome this 
issue is the Findable Accessible Interoperable and Reus-
able guiding principles, which are internationally rec-
ommended by the G20, European Commission and the 
European Open Science Cloud. Following these princi-
ples would ultimately lead to the internet of FAIR Data 
and Services, were data, far more divergent than just 
health and care, can be found, accessed, and (re)used by 
anyone [1].

Health and healthcare quality indicators are essential 
measures for assessing the quality of health and health-
care within and between persons and institutions (e.g. 
hospitals) [2]. National registries, like the Dutch Colo-
Rectal Audit (DCRA) in Netherlands and the Swed-
ish Fracture Register in Sweden collect data from each 
hospital for the calculation of these quality indicators of 
patients undergoing colorectal cancer surgery [3, 4]. All 
Dutch hospitals performing surgery on patients for colo-
rectal cancer submit data to this registry and in return 
are provided with information on their care quality com-
pared to other Dutch hospitals on a yearly basis. Moreo-
ver, these quality indicators can be (re)used to inform 
patients, insurance companies, and healthcare profes-
sionals on the effectiveness of care and consequently act 
upon this information, in other terms: continuous com-
parative effectiveness research (CCER) [5].

Current methods for assembling, acquiring, and dis-
tributing these data are resource-intensive and do not 
provide timely information for proper quality manage-
ment and improvement. Consequently, these methods 
need radical adaptation using the principles. The cur-
rent system has several issues that need to be addressed. 
Firstly, data-entry in quality registries is usually done 
via “swivel chair integration”, where clinical data (from 
for instance an EHR) is manually copied to the regis-
try. This requires significant human resources, known 
as the “registration-assemble burden”. Secondly, quality 
of the registry data often significantly differs from EHR 
data, because of erroneous or non-registration of certain 
data. This leads to over- or underestimating the real qual-
ity of care [6]. Thirdly, patient privacy is compromised 
when data is extracted from the EHR and is shared with 
third (whether thrusted or not) parties for benchmark-
ing and/or mirroring purposes by national registries [7]. 
Fourthly, the feedback cycle of registries is too long. Data 
that is registered and stored today takes up to 1.5 years 
to be processed and reported back in the form of quality 

indicators for mirror and benchmark purposes. Because 
of the long incubation period between data registration 
and distribution of results, quality registries cannot be 
used for adequate preference selection and rapid quality 
improvement, as they may be outdated, incomplete, and 
faulty.

FAIRification of EHR-data—making them Findable, 
Accessible, Interoperable, and Reusable—as described by 
Jacobsen et al. enables efficient use and reduction of risk 
of errors in EHR data [8, 9]. As such, this tackles the two 
major issues; 1) the registration-assemble burden and 2) 
difference in data quality. However, the patient privacy 
issues, and long feedback time are issues that cannot be 
resolved only by making data FAIR. Therefore, we pro-
pose that when these data are made FAIR they should be 
linked via a data-infrastructure that enables privacy-pre-
serving federated analysis. Via federated learning, real-
world FAIR data can be analyzed locally, meaning they do 
not leave the silos in which they are stored [10, 11]. The 
Personal Health Train (PHT) is such an infrastructure, 
able to visit and analyze local siloes of real-world FAIR 
data and providing third parties with aggregated results 
[12–14]. The PHT emphasizes keeping data as close to 
source as possible, and instead move analytics towards 
the data [15–17]. This overcomes for the greater part the 
privacy issue of sharing privacy sensitive data with third 
parties. Moreover, as analysis ‘trains’ can be sent out at 
any time, by any trusted party within the infrastructure, 
near-time calculation of quality indicators and CCER 
becomes possible. In this study, we will explore the ben-
efits of implementation of FAIR data and PHT for calcu-
lation of quality indicators in health and care for patients 
with colorectal cancer and their caregivers. However, 
there exists similar infrastructures like the DataShield 
and Medco2 [18, 19]. While Datashield is restricted to 
running R based analysis scripts, PHT is enabled to run 
codes in multiple languages and technology stacks. While 
PHT employs a central message broker, Medco2 employs 
a distributed system with no central server.

The aim of this study was to provide a “proof-of-prin-
ciple” (PoP) concerning FAIRification of EHR-data siloes 
of patients undergoing surgery for colorectal cancer in 
two centers and performing federated quality indica-
tor calculations using the PHT infrastructure. Thereby, 
barriers and facilitators of implementing these relatively 
new technologies within a real-world hospital environ-
ment were described. This facilitates other healthcare 
centers in applying similar steps and what they need to 
consider before and during implementation. By doing so, 
we could move from a local to an (inter)national data-
infrastructure and subsequently collectively perform 
real-time CCER with real-world healthcare data. While 
the research serves as a proof of concept (PoP), their 
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limitations become apparent when considering a larger 
scale deployment. For a sustainable deployment across a 
broader network of hospitals, a more scalable infrastruc-
ture with impeccable implementation is necessary.

Methods
This project aimed to study and provided evidence on the 
calculation of DCRA-quality indicators from FAIR data 
endpoints hosted within to Dutch hospitals. We followed 
a privacy-preserving federated approach for the process, 
meaning that instead of bringing data to the analyzer, 
the analysis is pushed to the data. In this section, we first 
describe the quality indicators and registry data, followed 
by the steps involved in the process.

Quality indicators
In this PoP-study, quality indicators 2b and 8 from the 
DCRA quality registry were calculated [19]. Table 1 lists 
the quality indicators calculated in this study.

Data Extraction Transform and Load (ETL)
The first steps in the process were to collect data from 
both hospital data repositories, data cleaning, and data 
hosting in FAIR data repositories. This was important, 
because data is often scattered across silos within hospi-
tals and may not be interconnected or uniformly organ-
ized. Different hospitals use different EHR systems (e.g., 
SAP (i.s.h.med, Cerner Corp., Den Haag, the Nether-
lands), HiX (Chipsoft B.V., Amsterdam, the Netherlands), 
Epic (Epic systems USA, Verona, USA)) and have differ-
ent data extraction technologies implemented. As such, 

it is difficult to extract information from these data silos 
and utilize them for secondary purposes. Hence, the data 
first needed to be extracted from multiple sources within 
the hospital, transformed, and—if required—cleaned in 
order to enhance the value of data and finally loaded into 
an integrated staging area before making it usable for our 
study. The two centers involved in this study had different 
EHR and Business Intelligence systems in place. Table 2 
shows the dataset description and the ETL procedures 
for the two centers.

FAIR data model
Data extracted from hospital EHR systems at each of 
the two centers were converted into FAIR data and are 
stored in FAIR data repositories within the hospital. The 
algorithm in the PHT calculated quality indicators in a 
data agnostic and privacy-preserving manner (privacy 
by design provided by the PHT), which means all the cal-
culation and computation within the hospital environ-
ment and under the control of hospital IT administration 
(explained in the next section) [21]Pre. Since, the data 

Table 1 Quality indicators under consideration

Quality indicators were calculated using the DCRA quality indicator algorithm, to ensure uniformity of calculation [20]

Quality 
Indicator

Description Condition Variables Used

2b Percentage of patients 
undergoing resection

Primary Rectum Carcinoma diagnosed within local center (not referred), 
with waiting time < 5 weeks between diagnosis and therapy

• Hospital ID
• Tumor localization
• Referred (yes/no)
• Date of diagnosis
• Date of neoadjuvant therapy
• Date of surgery
• Type of resection

8 Percentage of patients 
undergoing a resection

Primary Rectum Carcinoma that had a complication • Hospital ID
• Tumor localization
• Referred (yes/no)
• Date of surgery
• Age
• Body Mass Index (BMI)
• Charlson Comorbidity Score
• American Society of Anes-
thesiologists (ASA) score
• Preoperative tumor compli-
cations (yes/no)
• Postoperative complications 
(yes/no)

Table 2 Data ETL process

Center Data Type Data Extraction Tool EHR system

Center 1 Structured Informatica Business Intelligence 
Tool

Chipsoft (Hix)

Center 2 Structured SAP Business Warehouse Tool SAP

Unstruc-
tured / Free 
Text

Swivel Chair Integration
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stays within the hospital’s environment, the researcher 
cannot preview the actual data values, but through the 
FAIR descriptions of the data, acquires knowledge about 
the metadata and schema only. The query to extract data 
locally was based on these FAIR data descriptions and is 
part of the algorithm sent to each data center. The data 
model followed for converting the data into FAIR data is 
shown in Fig. 1. The values and variables in the extracted 
data (in a flat table) were mapped to SNOMED CT terms 
for maintaining semantic interoperability [22]. The flat 
table data were then converted to Resource Descrip-
tion Framework (RDF) triples and hosted in a SPARQL 
endpoint running in a GraphDB instance [23].The flat 
table converted using TRIPLIFIER, the FAIRification 
tool and annotated with suitable terminology codes [24]. 
Each data entity is an RDF triple and can be accessed 
by a unique and universal resource identifier (uri). The 
SPARQL endpoint was accessible through the station 
interface of the PHT only, and as such is hidden from 
the outside world. The researcher sent a train consisting 
of the SPARQL query and the algorithm to each center. 
Figure  2 shows a snippet of the SPARQL query used to 
retrieve the data from the RDF endpoint [25].

Federated infrastructure
Calculating quality indicators from institutionally dis-
tributed data sets needs a federated infrastructure. The 
Railway infrastructure (Medical Data Works B.V., Maas-
tricht, The Netherlands), a particular implementation 
of the PHT, allows the researcher to perform analysis 
without having to physically collect the data in a central 
location or server [26]. The components of the infra-
structure included a central coordinating server, two data 
stations holding the FAIR data, the “Train” containing 
the computation algorithm, and the “tracks” connect-
ing the data stations to the central server. The data sta-
tion also provided a computation environment for the 
trains. Each data station authenticates against the server 
using an authorization token. The server generated an 
authorization token for each data station and users based 
on OpenID Connect (OIDC). The researcher needed to 
authenticate themselves using their personal token and 
logged in to the system using the username and password 
given to them by the server administrator. The server 
provided the researcher with a username and password 
and an access token, which the infrastructure used to 
determine if the user was allowed to access the infra-
structure. Secondly, the client running at the researcher’s 
computer received an access token, which authorized the 
client to post algorithms to the data centers.

The central server was hosted in a cloud virtual 
machine (2vCPU and 4GB memory, and Microsoft Azure 
Cloud services). The data stations were hosted in each 

center and connected to the FAIR data repository (com-
modity hardware; 2xi5 CPU and 8GB memory. The infra-
structure required Docker (Docker inc., Palo Alto, USA) 
to be installed at each center as a prerequisite and should 
allow containers to run and execute.

There was a central server connecting the data stations 
via the internet and accessible via the authentication key 
received by the researchers from the server administra-
tor. Once these prerequisites were met, the infrastruc-
ture was set up and connection testing was completed in 
approximately 2 days. Since the infrastructure was con-
nected to the FAIR data repository, it was essential to 
first set up the FAIRification pipeline and load data in the 
repository. The conversion of data and the query mecha-
nism was explained in the earlier sections.

Building trains
The federated infrastructure can be utilized for all differ-
ent types of data analysis, like quality assessment, pre-
diction modelling and effectiveness research. The results 
containing analytics can further be utilized to calculate 
associations between indicators providing insights for 
attributional or even casual interpretations in an explora-
tive or even confirmative fashion. The analysis process in 
this PoP was split in a local analysis and a global analy-
sis algorithm. The local algorithm performed analysis 
at the data stations, whereas the global algorithm com-
bined these local outcomes to create an aggregated global 
result. The global result can be either an aggregation of 
the local results, comparison of two or more local results, 
or both. The local analysis script was packaged in the 
form of a Docker container. The researcher designed the 
algorithm for calculating the quality indicators and chose 
a suitable coding language (i.e., Python) to write the 
script, although other coding languages could be used as 
well (e.g., R, MATLAB, STATA). The train consisted of 
the data retrieval query from the FAIR data stations and 
the local analysis script. Figure  3 shows the algorithms 
and the sequence of steps for the federated run.

The SPARQL query to calculate the two quality indi-
cators was based on DICA quality indicators. The qual-
ity indicators were visualized in a similar manner to the 
DICA environment for hospitals.

Process evaluation
Firstly, an ‘as is’ and ‘to be’ process mapping was cre-
ated to show where and how the transition took place. 
Thereby, time indications of the current and new pro-
cess were estimated from experience of clinicians within 
the hospital (current) and results of the current project 
(new) [27,  28]. During the change process, researchers 
kept a log of all meetings with stakeholders. From these 
logs, barriers for implementation of the new process were 
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Fig. 1 FAIR schema representation of the data variables
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Fig. 2 SPARQL Query for retrieving data from the FAIR data stations

Fig. 3 Master and local algorithms (train) in the federated setup
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identified. Recommendations were established describ-
ing the strategies applied to overcome these barriers.

Results
In this section, we present the results obtained from 
the ETL process and the federated execution of the 
algorithm.

The ETL process extracted 4699 patients from center 1 
and 20 patients from center 2. Because of Ethical Legal 

Societal Implications (ELSI), real-world data from center 
2 could not be extracted. This is further elaborated in the 
next subsection (“Process evaluation”). Therefore, a sim-
ulation dataset of 40 patients, based on actual distribu-
tion of the data within center two was constructed. These 
datasets were stored locally within the respective centers 
in FAIR data stations. The results obtained from both the 
centers are presented in Table 3. Table 4 shows the aver-
age time required for completing the analysis.

Finally, the plots for the quality indicators of the two 
centers calculated in a federated manner by the train 
are shown in Fig.  4 and Fig.  5. The master algorithm 
calculated the means of the quality indicators and plot-
ted them together with the individual results into the 
plots received by the researcher who sent out the algo-
rithm. This is similar to the plots from the DCRA envi-
ronment that are currently used by clinicians compare 
their healthcare outcomes to other hospitals in the 
Netherlands.

Table 3 Results obtained from federated execution of the algorithm

Total 
Population 
Colon

Count of patients with Short 
Waiting List in Colon Population

Percentage of 
short waitlist

Total 
Population 
Rectum

Count of patients with 
Complications in Rectum 
Population

Complication 
Rate

Center1 546 546 100 4153 2144 0.516

Center 2 10 7 70 7 4 0.571

Table 4 Roundtrip time for completion of the federated 
execution

Time to Task Unit in 
seconds

Complete Round trip execution 28

Federated Execution (at 2 nodes) 26

Federated Execution at center 1 26

Federated Execution at center 2 10

Fig. 4 Quality indicator 2b: the percentage of patients undergoing a resection for a primary rectum carcinoma, diagnosed within the local center 
(not referred), with a waiting period of < 5 weeks between principal appointment and any type of therapy. On the y-axis, the percentage of patients 
with a time to treatment initiation < 5 weeks is plotted for the individual centers, whereas on the x-axis the number of patients of these centers 
is plotted. The green line represents the mean percentage of patients with a time to treatment initiation < 5 weeks
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Process evaluation
Figure 6 shows the ‘as is’ and ‘to be’ of process of cal-
culating the quality indicators in the old situation and 
after FAIR and the PHT were implemented, including 
a timeline.

The process of FAIRification of EHR data and calculating 
quality indicators using the PHT revealed some important 
barriers and challenges for application in clinical practice. 
Both ELSI and practical issues were encountered during 
the implementation. Major ELSI issues were i) gaining 

Fig. 5 Quality Indicator 8, the percentage of patients undergoing a resection for a primary rectum carcinoma that had a complication. On 
the y-axis, the percentage of patients with a complication is plotted for the individual centers as a rate of the mean percentage, whereas 
on the x-axis the number of expected events is calculated by multiplying the mean percentage by the total population of the center. the blue line 
represents the mean rate of patients with a complication

Fig. 6 as is’ and ‘to be’ analysis of federated quality indicator analysis
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ethical and legal permission to use patient data for second-
ary but non-research purposes, ii) lack of understanding of 
FAIR and federated learning within the organization, iii) 
involvement of many stakeholders who have a say about 
and interest in the data within the centers, and iv) DICA 
would not disclose their algorithm for calculating the qual-
ity indicators. More practical issues were i) lack of syn-
tactic and semantic interoperability among the data from 
two centers and ii) deciding whose responsibility it is to 
standardize and FAIRify data. The hospital administration 
staff needs to be adequately trained for the FAIRification 
process. Other practical issues included obtaining a dedi-
cated machine within the hospital where we could set up 
the infrastructure and the FAIR data endpoint.

To resolve the ELSI issues, review by the local medical eth-
ical committee was performed. Outcome of this review was 
that it did not fall under the jurisdiction of the local medi-
cal ethical committee, as it did not involve the use of data 
for ‘research’ purposes. In the Netherlands, due to privacy 
laws, each project involving traceable patient information, a 
local ‘Data Privacy Impact Assessment’ (DPIA) needs to be 
completed before the project can be commenced within the 
center. The DPIA involves a complete assessment of possi-
ble risks for privacy violations and measures set in place to 
prevent this. Finally, this assessment needs to be approved 
by the local board of directors. Filling out the DPIA is a 
process involving multiple stakeholders (i.e., privacy officer, 
lawyer, physician, data expert, and project team). However, 
due to the lack of familiarity of multiple stakeholders with 
FAIR and the PHT, this process was very time consuming 
and involved multiple meetings with stakeholders.

Unfortunately, DICA would not disclose their algorithm 
for calculation of the quality indicators used in this PoP study. 
Therefore, we approximated the quality indicators from 
known information, found in the local DICA environment of 
the hospitals: which variables were used for calculation and 
what type of outcome was calculated (e.g., percentage, rate). 
Thereby, we created a SPARQL query to calculate these out-
comes and visualize, like is done by DCRA.

The practical issue of the lack of availability of struc-
tured data within center 2 is a more persistent issue that 
could not be solved within the scope of this PoP. The data 
used for calculating the quality indicators in center 2 are 
generally registered in free-text fields within the EHR sys-
tem. Systems for automatic data extraction, in this case 
SAP BW, could not be used for extraction of the values. 
Therefore, swivel chair integration would be the only via-
ble option for short-term data extraction within center 2.

Conclusion
The aim of this study was to perform a PoP study in which 
we describe the steps to FAIRification of EHR-systems in 
real life hospital situations and linking them via the PHT 

infrastructure to calculate DCRA quality indicators for 
patients undergoing surgery for colorectal cancer. Thereby, 
we wanted to provide other centers with means to apply 
similar strategies within their own center. We found that 
it is possible to perform FAIRification of EHR data and 
connect different centers via the PHT infrastructure to 
calculate quality indicators. This, without individual level 
data leaving the center. However, we discovered that ELSI 
issues play a major role in the implementation of such data 
strategies within a center. Due to ELSI issues and practical 
issues, it was not (yet) possible to perform the FAIRifica-
tion step within center 2. Implementation of this strategy 
to replace the current national quality evaluation strategies 
can improve accuracy of quality calculation, resolve pri-
vacy issues, and facilitate near-time quality improvement 
strategies upon the calculated results.

During the commencement of this PoP study, multiple 
ELSI and practical issues were encountered. As usually no 
process evaluation is done in such PoP studies, it is difficult 
to foresee and plan for such issues beforehand. By describ-
ing these issues, we want to support future endeavors for 
the implementation of similar strategies in how to approach 
this in order to make the process less time consuming and 
burdensome for all stakeholders involved. Main recom-
mendations that can be made are i) early involvement of 
all stakeholders within the project, ii) setting in place legal 
measures to protect patient privacy, and iii) taking into 
account the time and resources needed to perform a DPIA.

As the general concepts of FAIR and the PHT were gen-
erally unknown, especially by the privacy officer and law-
yers, the commencement of the DPIA was approached 
very cautiously. This led to a relatively time-consuming 
process of gaining local approval for conducting this PoP 
with local data of approximately 6 months. Currently, 
the full ELSI process has not yet been completed, but 
will continuously be updated on our gitlab repository 
[25]. However, we infer that by thoroughly reporting on 
how to perform such a DPIA and the steps that need to 
be taken to gain ELSI approval in this PoP will drastically 
shorten this process in other centers.

In one of the two centers we were unable to automati-
cally extract data directly from the EHR system, and there-
fore had to resort to the time-consuming swivel chair 
integration. To improve/facilitate data extraction directly 
from the EHR, we would recommend i) adoption of 
semantic standards and ii) coding terminologies at all pro-
cesses of data management within the hospital. Further 
adoption of clinical and research standards will further 
strengthen and streamline such studies [19, 20, 29, 30].

Obstacles
The project faced many obstacles at different stages 
mainly from a political, legal, and administrative point 
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of view. As discussed in the previous section, general 
unfamiliarity of ethical and legal guidelines/stakeholders 
within the hospitals were a barrier for data extraction and 
the FAIRification process. Apart from this, the software 
and tools used in the project had to undergo screening by 
the IT and legal departments and has proven to be time 
consuming. Further, the role of infrastructures like PHT 
have to be explained and often scrutinized from a secu-
rity point of view. External applications/train computing 
on local dataset can be seen as a trust issue and proper 
measurements need to be taken for enhancing trust on 
the application by the hospital IT.

Recommendations for follow up
The true value of this work lies in the fact that this project 
can be scaled up. Firstly, the project can be scaled up to 
other centers within the Netherlands to create a national 
infrastructure. This enables a decentralized quality registry 
providing privacy-preserving near-time calculation of qual-
ity of care for patients with colorectal cancer and thereby 
giving these centers the opportunity of act upon this infor-
mation in a timely manner. Secondly, the same strategies 
can be easily applied to multiple quality indicators using 
more data. This can be done by building on the existing 
FAIR data model, elaborating the SPARQL query, and using 
the same PHT infrastructure. Thirdly, this PoP can serve as 
a blueprint for translation to other populations for which 
quality indicators are calculated in a national registry, like 
for patients undergoing other types of surgery or with dis-
eases like for instance Parkinson’s disease.

These scale-ups are facilitated by the outcomes of this 
PoP and products that were created, like the FAIR data 
model, SPARQL query, PHT infrastructure, and DPIA files. 
However, to create a sustainable infrastructure and sup-
port for this infrastructure, collaboration with private par-
ties is crucial as healthcare centers mostly do not have the 
means or want the burden of facilitating such services and 
tools. Moreover, a preplanned process evaluation of the 
implementation of such strategies, including expenditures is 
highly recommended to provide useful information on costs 
and benefits when implementing these data strategies.

The research will further benefit from considering the 
energy efficiency of the proposed methodology [31]. This 
aligns with the growing focus on environmentally sustaina-
ble practices in healthcare IT. Further research, informed by 
studies on energy efficient IoT design could explore meth-
ods to optimize the energy footprint of the system [32, 33].

Conclusion
It is possible to FAIRify local EHR data and to subse-
quently calculate quality indicators necessary for national 
quality registries in a privacy-preserving federated man-
ner using the PHT infrastructure. Application of this 

methodology is largely hampered by ELSI issues. How-
ever, lessons learned in this PoP study can provide other 
hospitals and partners with the means to adapt this pro-
cess more easily within their center, potentially leading to 
the creation of a nationwide care quality indicator infra-
structure, providing clinicians and hospitals with essential 
near-time information to correctly and timely monitor 
and improve their care, with minimal registration burden.
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