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Abstract 

Background Telemedicine has experienced rapid growth in recent years, aiming to enhance medical efficiency 
and reduce the workload of healthcare professionals. During the COVID-19 pandemic in 2019, it became especially 
crucial, enabling remote screenings and access to healthcare services while maintaining social distancing. Online 
consultation platforms have emerged, but the demand has strained the availability of medical professionals, directly 
leading to research and development in automated medical consultation. Specifically, there is a need for efficient 
and accurate medical dialogue summarization algorithms to condense lengthy conversations into shorter versions 
focused on relevant medical facts. The success of large language models like generative pre-trained transformer 
(GPT)-3 has recently prompted a paradigm shift in natural language processing (NLP) research. In this paper, we will 
explore its impact on medical dialogue summarization.

Methods We present the performance and evaluation results of two approaches on a medical dialogue dataset. 
The first approach is based on fine-tuned pre-trained language models, such as bert-based summarization (BERT-
SUM) and bidirectional auto-regressive Transformers (BART). The second approach utilizes a large language models 
(LLMs) GPT-3.5 with inter-context learning (ICL). Evaluation is conducted using automated metrics such as ROUGE 
and BERTScore.

Results In comparison to the BART and ChatGPT models, the summaries generated by the BERTSUM model 
not only exhibit significantly lower ROUGE and BERTScore values but also fail to pass the testing for any of the met-
rics in manual evaluation. On the other hand, the BART model achieved the highest ROUGE and BERTScore values 
among all evaluated models, surpassing ChatGPT. Its ROUGE-1, ROUGE-2, ROUGE-L, and BERTScore values were 
14.94%, 53.48%, 32.84%, and 6.73% higher respectively than ChatGPT’s best results. However, in the manual evaluation 
by medical experts, the summaries generated by the BART model exhibit satisfactory performance only in the “Read-
ability” metric, with less than 30% passing the manual evaluation in other metrics. When compared to the BERTSUM 
and BART models, the ChatGPT model was evidently more favored by human medical experts.

Conclusion On one hand, the GPT-3.5 model can manipulate the style and outcomes of medical dialogue sum-
maries through various prompts. The generated content is not only better received than results from certain human 
experts but also more comprehensible, making it a promising avenue for automated medical dialogue summariza-
tion. On the other hand, automated evaluation mechanisms like ROUGE and BERTScore fall short in fully assessing 
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the outputs of large language models like GPT-3.5. Therefore, it is necessary to research more appropriate evaluation 
criteria.

Keywords Internet Healthcare, Large language models, ChatGPT, Automated medical consultation, Medical dialogue 
summarization

Background
As healthcare evolves towards a patient-centered delivery 
model, online searching and accessing health information 
can fulfill patients’ needs for prognosis and treatment 
information [1, 2]. Furthermore, with the rapid develop-
ment of “Internet plus Healthcare” online consultation 
platforms are emerging, allowing doctors to diagnose 
diseases and provide relevant medical advice through 
remote conversations with patients. On the one hand, 
this enhances the efficiency of the healthcare system and 
alleviates some of the burden on medical professionals, 
enabling them to invest more energy in improving patient 
care and minimizing time spent on irrelevant matters [3, 
4]. On the other hand, it enables effective patient screen-
ing, maintains social distancing, and protects clinical 
doctors and communities from infections, while still 
offering personalized healthcare and medical services 
[5]. During the COVID-19 pandemic, influenced by poli-
cies and the pandemic’s impact, the demand for online 
consultations has rapidly increased. This has irrevocably 
altered the status of telemedicine in the U.S. healthcare 
system and has been widely adopted across global health-
care systems [6]. Summarizing conversations on remote 
medical platforms can bring about several benefits. For 
instance, Both doctors and patients can refer to impor-
tant parts or conclusions from past interactions. This not 
only allows patients to quickly access the results they are 
concerned about but also enables doctors to learn from 
the experiences and approaches of other medical pro-
fessionals when dealing with similar issues. Medical text 
summarization algorithms related to medical dialogue 
summaries are techniques that automatically extract key 
information from various medical data sources such as 
medical literature, electronic health records, and medical 
dialogue, and generate concise summaries. These algo-
rithms mainly include two types: extractive summariza-
tion and abstractive summarization.

Extractive summarization selects content based on 
importance or keywords in the text. The generation pro-
cess does not involve creating new sentences or phrases; 
it simply selects and combines existing content from the 
original text to generate a summary. It often treats sum-
marization as a sequence labeling task, where each sen-
tence is labeled with a binary classification tag of “yes” 
or “no”, and the summarization process can be viewed as 
the selection of sentence classification labels. BERTSUM 

is a text summarization model based on bidirectional 
encoder representation from Transformers (BERT). It 
aims to leverage the powerful representation capabilities 
of BERT to generate concise summaries from input text 
[7]. A hierarchical encoder-tagger model enhanced with 
a memory module was proposed to identify important 
utterances in dialogues between patients and doctors, 
thereby accomplishing the task of medical dialogue sum-
marization [8]. However, this method selects essential 
sentences from the original text to form concise summa-
ries, maintaining interpretability and accuracy, however, 
it lacks the ability to generate new sentences, potentially 
resulting in less smooth and coherent summaries [8].

The abstractive summary uses natural language gen-
eration techniques to create new sentences or phrases 
by understanding the semantics and context of the origi-
nal text in order to generate a summary. Abstractive 
summarization can typically express information more 
freely, rather than relying solely on the extraction of con-
tent from the original text. Kundan et al. [9] proposed a 
bidirectional LSTM-based encoder-decoder model with 
attention. It is used to extract important phrases related 
to each section of the summary and concatenate these 
relevant phrases together to generate a summary sen-
tence for each cluster. The BART model combines the 
encoder-decoder architecture of Transformer with a 
pre-training task involving denoising autoencoders. This 
structure helps the model capture complex relationships 
between input data in text generation tasks [10]. A sim-
ple yet general two-stage fine-tuning method is proposed 
to deal with input length limitations of the model, ena-
bling the step-by-step generation of medical dialogue 
summaries [11]. George et al. [12] proposed a sequence-
to-sequence architecture for summarizing medical dia-
logues by integrating medical domain knowledge from 
the Unified Medical Language System (UMLS). Medical 
concepts from the references are encoded to distinguish 
important medical concepts, and combining an end-to-
end approach to explicitly model a switching variable, 
induce a mixed model of copying, generating, and nega-
tion to obtain medical dialogue summaries [13]. The 
abstractive summary algorithm uses deep learning tech-
niques such as RNN or Transformer to generate new, flu-
ent, and coherent summaries, and ensures accuracy while 
avoiding the generation of unreasonable summaries when 
dealing with complex medical texts [11, 14]. The success 
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of Transformer is attributed to their high degree of paral-
lelism and self-attention mechanism. Building upon this 
foundation, the BERT model improved the architecture 
and achieved universal language representations through 
unsupervised pre-training on large-scale corpora [15]. 
This study inspired a great deal of subsequent work, 
establishing the “pre-training and fine-tuning” learning 
paradigm, and introducing different architectures such as 
BART [16] and GPT-2 [17] that can be used to fine-tune 
downstream tasks. As the scale of parameters continues 
to increase to hundreds of billions, and training on mas-
sive data, large language models such as GPT are eventu-
ally generated, including GPT-3 and GPT-4 [18].

In recent years, LLMs provides opportunities for 
instructional fine-tuning through reinforcement learn-
ing from human feedback (RLHF) [19] to adapt to a vari-
ety of NLP tasks while aligning the model with human 
intent. They excel in areas such as education, healthcare, 
text generation and human-computer interaction. Sum-
marization based on LLMs employs ICL and pre-trained 
language models (PLMs) to generate clinical notes, the 
results show that the ICL-based approach is as well-
received as human-written notes. This makes it a prom-
ising approach for automatically generating notes in 
medical dialogues [20]. Expert validation demonstrates 
that clinical notes generated by ICL in GPT-4 outperform 
all traditional fine-tuned models [21]. The applicability of 
large language models in radiology report summarization 
tasks was explored by optimizing input prompts based 

on a small number of existing samples and an iterative 
approach [22]. ChatGPT allows doctors to input specific 
information and medical concepts related to patients and 
generate formal patient discharge summaries. Automat-
ing this process can reduce the workload of junior doc-
tors, giving them more time to provide patient care and 
seek training opportunities [23].

In this paper, We utilized two different approaches to 
generate medical dialogue summaries on a publicly avail-
able medical conversation dataset. Method A involves 
fine-tuning PLMs such as BERTSUM [7] and BART [16], 
while Method B utilizes the large language model Chat-
GPT based on ICL [24], whose processing flow is shown 
in Fig.  1. For Method B, we first fine-tune the relevant 
parameters of the ChatGPT model and then explore 
using the model’s prompt engineering functionality to 
generate medical dialogue summaries, and finally meas-
ure the ability of ChatGPT to generate medical dialogue 
summaries by automatic and human evaluation criteria.

Methods
Model
Transformer
The “Transformer” model has become a foundational 
deep learning architecture for natural language process-
ing [25]. As shown in Fig.  2, the Transformer model is 
composed of encoder and decoder layers. Each of the 
encoder layer has a multi-head self-focusing and posi-
tion-wise feed-forward network (FFN) sub-layer. The 

Fig. 1 The processing flow of generating summaries from doctor-patient dialogues using ChatGPT
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multi-head attention mechanism utilizes parallel scaled 
dot-product attention functions to focus on different 
subspaces and positions in the input data. By calculating 
the attention between query (Q), keys (K), and values (V), 
the results are as follows:

In Eq. (1), a set of queries , keys and values are packed 
together into a matrices Q, K and V. In addition, dk usu-
ally refers to the dimension of the key vector, which can 
be used as a scaling factor to avoid excessive dot products. 
ReLU activation is used in the FFN sub-layer. In addition, 
layer normalization and a residual connection link the two 
sub-layers and can be used to tackle gradient issues , thus, 
stable network training can be obtained. Each decoder 
layer includes three sub-layers: an FFN sub-layer and two 
attention sub-layers. The decoder self-attention sub-layer 
uses a mask function to prevent attending to unseen future 
tokens. The encoder-decoder attention layer enables the 

(1)Attention(Q,K ,V ) = softmax

(

QKT

dk

)

V

decoder to focus on essential parts of the source sequence 
and capture the encoder-decoder relationship.

Given an input sequence of symbol representa-
tions X = [x1, x2, ..., xn] and a real output sequence 
Y = [y1, y2, ..., ym] . We assume that the last position of 
each input sequence is a special “[END]” flag. The encoder 
maps X to a sequence of continuous representations 
H = [h1, h2, ..., hn] . Given H, the decoder then generates 
a predicted output sequence Ŷ = ŷ1, ŷ2, ..., ŷk  . Therefore, 
during training, the model minimizes the cross-entropy 
loss between the predicted sequence Ŷ  and the real out-
put sequence Y, as shown in Eq. (2), where k represents 
the number of target sequences. At each step, the model is 
auto-regressive [26], which means that it utilizes the pre-
viously generated symbols as additional input when gen-
erating the next symbol in the sequence. This enables the 
model to contextually understand and produce coherent 
outputs in a step-by-step manner.

(2)L
(

Ŷ ,Y
)

= −

m
∑

i=1

ŷilogyi

Fig. 2 The Transformer - model architecture. The creation of this figure is based on Fig. 1 in the paper [25]
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The Transformer’s impact on natural language pro-
cessing has been profound, inspiring the development 
of modern NLP models such as BERT [15], GPT [17], 
RoBERTa [27], and T5 [28], all built on the Transformer 
architecture.

BERT
BERT is an important language model based on the 
Transformer architecture, it is trained to learn general 
language representations and capture contextual seman-
tics, which has had a profound impact on NLP research 
and applications [29–31]. As shown in Fig.  3, the basic 
BERT structure is made up of multiple layers of Trans-
former and includes two pre-training tasks: mask lan-
guage model (MLM) and next sentence prediction (NSP). 
Taking NSP as an example, the main elements are divided 
three parts as follows:

• Input layer. For a given input text that has undergone 
masking and is represented as x = [x1x2...xn] and 
x
′
= [x

′

1
x
′

2
...x

′

m] , the following processing results in 
the BERT input representation e. 

 In Eq. (3), [CLS] represents the special token mark-
ing the beginning of a text sequence, and [SEP] rep-
resents a separator marker between text sequences.

(3)X = [CLS]x1x2...xn[SEP]x
′

1x
′

2...x
′

m[SEP]

(4)e = InputRepresentation (X)

• BERT encoder layer. In this layer, the input represen-
tation e is encoded by L layers Transformer to obtain 
a contextual semantic representation of the input 
text: 

where h ∈ R
N×d , N represents the maximum length 

of the sequence, and d represents the hidden layer 
dimension of BERT.

• The output layer. In the NSP task, BERT uses the 
hidden layer of the [CLS] position as the semantic 
representation of the context consisting of the first 
component h0 of h, and finally predicts the classifi-
cation probability P of the input text through a fully 
connected layer: 

where P ∈ R
2 , Wp ∈ R

d×2 represents the weight 
of the fully connected layer, and b0 ∈ R

2 represents 
the bias of the fully connected layer. Classification 
probability P is used to calculate cross-entropy loss 
with the real label y. The final model parameters are 
updated based on this loss.

The application of BERT in medical document summa-
rization accelerates the acquisition [32, 33], processing 
and application of medical information [34, 35], improv-
ing the efficiency and accuracy of healthcare and medical 
research [36]. It brings a broader development space for 

(5)h = Transformer (e)

(6)P = Softmax
(

h0W
p + b0

)

Fig. 3 The overview architecture of the BERT model. The creation of this figure is based on Fig. 1 in the paper [15]
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the medical field, and is expected to promote the innova-
tion of medical information processing and application in 
the future [37].

BERTSUM
BERTSUM is a text summarization model based on 
BERT which aims to generate concise summaries from 
input text by leveraging BERT’s powerful representation 
capabilities. The model utilizes BERT’s encoder to obtain 
semantic vector representations for sentence-level seg-
ments in the input text. The training of BERTSUM occurs 
in two stages: pre-training of the BERT model on unsu-
pervised tasks and supervised fine-tuning with datasets 
containing human summaries. During fine-tuning, the 
model optimizes the similarity between generated and 
original summaries as the loss function [7].

As shown in Fig.  4, in the context of encoding multi-
ple sentences, an [CLS] token is inserted before each 
sentence, and a [SEP] token is inserted at the end of each 
sentence. In vanilla BERT, [CLS] is used to aggregate fea-
tures from a single sentence or a pair of sentences. There-
fore, by using multiple [CLS] tokens to fine-tune the 
model and based on these tokens, it is possible to obtain 
sentence features in ascending order. The BERT sentence 
vectors undergo additional summarization-specific layers 
to capture document-level features for summary extrac-
tion. The resulting values are then passed through the 
sigmoid function, which maps them to a range between 
0 and 1. Therefore, each sentence is assigned a predicted 
score Ŷ .

The model’s loss is the binary classification entropy 
between Ŷ  and the gold label Y.

(7)Ŷ = σ(WoTi + bo)

BART 
BART is an NLP pre-trained model proposed by Face-
book AI for pre-training the bidirectional and auto-
regressive combined model Transformers [16]. The 
main idea is to combine the encoder-decoder structure 
of Transformer with the pre-training task of denoising 
auto-encoder. BART uses an encoder-decoder structure 
similar to Transformer. The encoder is responsible for 
mapping the input sequence to an intermediate repre-
sentation, and the decoder then maps this intermedi-
ate representation back to the original input space. This 
structure can help the model capture complex relation-
ships between inputs. In the text generation task, the 
input of the encoder is the input text as the condition, 
and the decoder generates the corresponding target 
text in an auto-regressive way, as shown in Fig. 5.

The BART model has acquired a substantial amount 
of basic language knowledge during the pre-training 
phase, so during downstream tasks (such as text clas-
sification, named entity recognition, question answer-
ing system, document summarization, etc.), we only 
need to fine-tune the model, without needing to train 

Fig. 4 The overview architecture of the BERTSUM model. The creation of this figure is based on Fig. 1 in the paper [7]

Fig. 5 Example of a task used by the BART model for text generation. 
The creation of this figure is based on Fig. 3 in the paper [16]
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the model from scratch. This greatly saves training time 
and improves the performance of the model.

ChatGPT and prompt
ChatGPT
ChatGPT is a powerful language model developed by 
OpenAI based on the Transformer architecture, which 
can be implemented in three steps [19]. Step 1, Collect 
demonstration data and train a supervised policy. Step 
2, Collect comparison data and train a reward model. 
Step 3, Optimize the reward model using proximal policy 
optimization (PPO) [38]. Figure 6 illustrates the relevant 
process of Step 2, where annotators annotate the data in 
the candidate dataset according to their respective stand-
ards and manually rank them based on the scores. Then, 
they input the rankings into a reward model to predict 
the preferences of the manual annotations.

The loss function used during training is shown in for-
mula (8).

where rθ
(

x, y
)

 is the scalar output of the reward model for 
prompt x and completion y with parameters θ , yw is the 
preferred completion out of the pair of yw and yl , and D is 
the comparison dataset.

As a generative model, ChatGPT can produce text 
sequences given an initial prompt. It comes in different 
versions, with each new iteration being more capable and 
better at handling complex language tasks [39]. ChatGPT 
finds applications in various fields [40], including tutor-
ing and education [41], translation [42], healthcare [43], 
and medicine [44–46].

Regarding medical text summarization, users can uti-
lize ChatGPT to understand and condense lengthy medi-
cal reports or research papers [47]. By using a relevant 
portion of the text as a prompt, the model can provide 

(8)
Loss(θ) = −

1
(

K

2

)E
(

x, yw , yl
)

∼ D
[

log
(

σ
(

rθ
(

x, yw
)

− rθ
(

x, yl
)))]

a concise summary tailored to the user’s needs [48]. For 
example, a user studying heart disease could prompt 
the model to generate a simplified summary of coronary 
artery disease and its causes.

Prompts for large language models
In ChatGPT or other GPT models, “prompt” refers to the 
initial text or request entered into the model. This can be 
a question, part of a sentence, or even a word. The model 
generates or continues text based on this initial prompt, 
with the goal of producing fast responses that are consist-
ent in terms of grammar, context, and style. It achieves 
this by relying on the language patterns and associations 
learned during the pre-training phase, as well as the more 
specific guidance acquired during the fine-tuning phase.

By optimizing the design of prompt, users can better 
guide models to produce outputs that meet their spe-
cific needs. We try to provide some reference content as 
follows:

• Define the task or objective. Clearly specify the task 
or objective you want the model to accomplish. This 
could be answering questions, generating articles,etc.

• Understand the model’s capabilities. Familiarize 
yourself with the limitations and strengths of the 
model. Different models perform differently on tasks, 
and understanding their capabilities helps guide 
them effectively.

• Choose appropriate length and format. Determine 
the length and format of the prompt. Sometimes, 
concise prompts are more effective, but for certain 
tasks, a more detailed description or context may be 
necessary.

• Grammar and format. Ensure the prompt is gram-
matically correct and adheres to the input format 
expected by the model. This increases the likelihood 
of the model understanding and generating correct 
output.

Fig. 6 Training Process of the reward model (RM)
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• Provide relevant information. If specific background 
or contextual information is required, make sure to 
include it in the prompt. This helps the model better 
understand the task or question.

• Iterate for optimization. Iterate through different 
prompts, observe the model’s responses, and adjust 
based on the results. This is an iterative process that 
gradually improves the model’s performance.

• Evaluate and adjust. Assess whether the generated 
text aligns with expectations and adjust or improve 
prompts as needed. Continuous evaluation of out-
puts guides the optimization process.

Follow the above description, users can better guide 
models to produce outputs that meet their specific needs. 
Overall, prompt is an important factor in driving GPT 
models to produce specific outputs, and users can care-
fully design prompt to get the best model output [49].

Experiments
Dataset
We utilized the data provided by the School of Data Sci-
ence at Fudan University, which was constructed under 
the guidance of medical experts from Fudan University 
Medical School and named IMCS-V2. This dataset has 
collected authentic online medical dialogues and sub-
jected them to multi-level human annotations. The aim 
is to facilitate open evaluation against the Chinese bio-
medical language understanding evaluation (CBLUE) 
benchmark and thereby advance the fields of intelligent 
healthcare and medical language understanding. The 
IMCS-V2 dataset comprises 4,116 medical-patient dia-
logue samples that have undergone meticulous annota-
tions, and detailed statistical data are presented in the 

following Table 1. In addition, this dataset encompasses 
10 pediatric diseases, and the disease distribution is 
shown in Fig. 7.

The dataset used in this paper is a publicly avail-
able dataset designed for a medical natural language 
processing competition. The task involves generating 
medical reports from multi-turn doctor-patient dia-
logues. However, due to the competition’s require-
ments, the summary portions of the test set have been 
omitted. This limitation prevents us from comparing 
it with the summaries generated by ChatGPT. There-
fore, only (4116 - 811)=3305 samples out of the origi-
nal 4116 samples are available for the final training and 
testing. We migrate the first 500 samples (sorted by file 
name) from the valid set as the new test set, and then 
combine the first 167 samples from the training set 
(sorted by file name) with the remaining samples from 
the valid dataset to form a new valid dataset consisting 
of 500 samples. In the end, train set has 2305 samples, 
valid and test sets have 500 samples respectively. Since 
the samples distribution in the original train and valid 
sets were randomly generated by the organizer, we did 
not carry out random selection in the process of data 

Fig. 7 The proportion distribution of the 10 pediatric diseases in the IMCS-V2 medical dialogue dataset

Table 1 Detailed statistics on the IMCS-V2 medical dialogue 
dataset

Statistical indicators Value

Total Diseases 10

Total Dialogues 4116

Total Sentences 164731

Average Sentences/Per Dialog 40

Average Words/Per Dialog 523
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migration, but only extracted according to the order of 
file names.

Experimental environment and model parameter settings
In this paper, all the experiments were conducted on two 
NVIDIA GeForce RTX 3090 GPUs with 24GB of mem-
ory and using the python language on the PyCharm plat-
form. The relevant environment settings required for the 
experiment are shown in Table 2. The data is divided into 
a training set of 2305, a verification set of 500 and a test 
set of 500. In this paper, abstracts are divided into two 
types: extractive summarization and abstractive sum-
marization. BERTSUM model is the representative of 
extractive summarization, while BART model and Chat-
GPT are the representatives of abstractive summariza-
tion. The training parameters of BERTSUM model are 
shown in Table 3, and the training parameters of BART 
model are shown in Table 4.

Prompt settings for summarization
Figures 8, 9 and 10 show prompt settings related to Chat-
GPT model. The prompts in this paper are divided into 
two types: simple type, denoted as Prompt_S, as shown 
in Fig.  8, and technical type, denoted as Prompt_T, as 
shown in Fig. 9. In Fig. 8, Prompt_S does not use com-
plicated prompts, but indicates “Medical examination 
names” in the “Auxiliary examination” part, and “The 
most relevant diagnostic name” in the “Diagnosis” part, 
in the hope that ChatGPT can return relevant results.

Since this article is based on research using a Chinese 
medical dialogue dataset, the prompts used by ChatGPT 
are written in Chinese. Actually, ChatGPT itself sup-
ports multiple languages, so you can also write prompts 
in English, and simply include an additional instruction 
for ChatGPT to provide medical dialogue summaries in 
Chinese. Please note that there will be several instances 
of Chinese content in this text, along with corresponding 
English explanations, just to make it clearer for readers 
who use different languages. In Fig.  9, taking advantage 
of the idea of task decomposition, we use Prompt_T to 

split the summary into six parts, each with related more 
detailed sub-prompts. For example, the “Chief complaint: 
Not exceeding 20 words, including symptoms such as 
{ls_symptom} as an example, generated based on the 
doctor-patient dialogue, and the duration of symptoms.”. 
Symptoms are stored in the variable {ls_symptom}, which 
mainly refers to symptoms of childhood diseases related 
to the dataset, including “fever”, “cough”, “sore throat”, 
“runny nose”, “abdominal pain”, “diarrhea”, etc. Please 
refer to Fig.  10 for detailed explanations. The purpose 
of this approach is to try to give ChatGPT, in this way, 
a contextual example of similar symptoms of the disease, 
so that it can give a better description of the patient’s 
symptoms. Similarly, in the “Auxiliary examination” part, 
“generate the most relevant medical examination names, 
using {ls_aux_test} as an example”. The variable {ls_aux_
test} stores some medical examination names, such as 
“complete blood count”, “urinalysis”, “stool routine”, “chla-
mydia”, “liver function”, “kidney function”, etc. Eventually, 
ChatGPT is expected to give a better name for the aux-
iliary examinations performed by the patient based on 
the content of this variable {ls_aux_test}. For the rest of 
Fig. 9, some give specific examples, such as the “Diagno-
sis” part, and some give relevant explanations, such as the 
“Present medical history” part. For details, please refer to 

Table 2 Hardware and software environment

Device Congiguration

Operating system Ubuntu 20.04.6 LTS

Processor Intel Xeon(R) 
Gold6133 CPU 
®2.50GHz

GPU RTX 3090 (24GB)*2

Framework Pytorch

Compilers PyCharm

Scripting language Python 3.8

Table 3 Hyper-parameters of BERTSUM, in the case of multiple 
candidate parameter values, the ultimately chosen parameter 
value is displayed in bold

Parameters Values

encoder (classifier/transformer/rnn)

batch size (1000/2000/3000)

train steps 10,000

dropout 0.1

learning rate 2e−3 ·min
(

step−0.5, step · warmup−1.5
)

warmup (1000/10,000)

optimizer adam

Table 4 Hyper-parameters of BART 

Parameters Values

batch_size 32

epochs 3

max_input_length 521

max_target_length 150

learning_rate 1e-04

warmup_steps 10

weight_decay 0.001

metric_for_best_model ROUGE-1
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the corresponding contents in Fig. 10, which will not be 
repeated here.

Evaluation metrics
Automatic evaluation metrics
In this paper, the ROUGE-1, ROUGE-2, ROUGE-L [50] 
and BERTScore [51] as automatic evaluation metrics.

Given a reference summary x = (x1, . . . , xk) and a can-
didate summary x̂ =

(

x̂1, . . . , x̂k
)

 . By embedding model 
generate reference summary vector X = (X1, . . . ,Xm) 
and candidate summary vector X̂ =

(

X̂1, . . . , X̂m

)

 , 
respectively.

ROUGE-n represents an n-gram recall measure com-
paring a reference summary to the corresponding 

candidate summary. The computation of ROUGE-n is as 
follows:

Where n denotes the length of the n-gram, 
so gramn represents the 1-gram or 2-gram, and 
Countmatch

(

gramn ∈
(

x, x̂
))

 signifies the maximum num-
ber of 1-gram or 2-gram co-occurring in a reference 
summary and the corresponding candidate summary.

(9)

PROUGE−n =
Countmatch

(

gramn ∈
(

x, x̂
))

Count
(

gramn ∈ x̂
)

RROUGE−n =
Countmatch

(

gramn ∈
(

x, x̂
))

Count
(

gramn ∈ x
)

FROUGE−n =
2 ∗ PROUGE−n ∗ RROUGE−n

PROUGE−n + RROUGE−n

Fig. 8 A simple prompt for medical dialogue summarization without any complex parameter variables, abbreviated as Prompt_S

Fig. 9 A technical prompt for medical dialogue summarization with some parameter variables, abbreviated as prompt_T
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We known that the longer the Longest Common 
Subsequence (LCS) of two summary sentences, the 
more similar the two summaries are. We employ the 
ROUGE-L to measure the similarity between a refer-
ence summary and the corresponding candidate sum-
mary. The calculation is as follows:

Where LCS
(

x, x̂
)

 is the length of a longest common 
subsequence of the reference summary and the cor-
responding candidate summary. |x| is the length of the 
reference summary and 

∣

∣x̂
∣

∣ is the length of the candidate 
summary.

BERTScore computes the complete score by match-
ing each token in candidate summary x̂ to a token in 
reference summary x to calculate precision, and each 

(10)

PROUGE−L =
LCS

(

x, x̂
)

∣

∣x̂
∣

∣

RROUGE−L =
LCS

(

x, x̂
)

|x|

FROUGE−L =
2 ∗ PROUGE−L ∗ RROUGE−L

PROUGE−L + RROUGE−L

token in reference summary x to a token in candidate 
summary x̂ to calculate recall .

Where COS
(

Xi, X̂j

)

 is the cosine similarity of a refer-
ence summary x and a candidate summary x̂ is given by 
the formula XT

i X̂j

�Xi�
∥

∥

∥
X̂j

∥

∥

∥

 . |x| is the length of the reference sum-

mary and 
∣

∣x̂
∣

∣ is the length of the candidate summary.

Human evaluation metrics
We recruited three domain experts with medical training, 
and each of them individually annotated 100 randomly 

(11)

COS
(

Xi, X̂j

)

=
XT
i X̂j

�Xi�
∥

∥

∥
X̂j

∥

∥

∥

PBERT =
1
∣

∣x̂
∣

∣

∑

x̂j∈x̂

max
xi∈x

(

COS
(

Xi, X̂j

))

RBERT =
1

|x|

∑

xi∈x

max
x̂j∈x̂

(

COS
(

Xi, X̂j

))

FBERT =
2 ∗ PBERT ∗ RBERT

PBERT + RBERT

Fig. 10 Detailed description of the parameters related to prompt_T
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selected medical dialog samples from the dataset. In 
total, we collected 300 annotations, with three annota-
tions for each sample. Contains Key Result, Coherence, 
Usefulness and Readability as human evaluation met-
rics [48].

Results
In Table 5, “Prompt_S” and “Prompt_T” represent the use 
of simple and technical prompt modes in ChatGPT. The 
combinations of “Temperature” and “Top_p” parameters 
for these two different prompts can be adjusted to mod-
ify the generation results of the ChatGPT model, catering 
to the requirements of medical dialogue summaries. The 
“Temperature” parameter is used to control the random-
ness and creativity of generated text, while the “Top_p” 
parameter is used to control the diversity of generated 
text. A higher “Top_p” value results in more diverse text, 
and a lower “Top_p” value results in more consistent text. 
Higher “Temperature” and higher “Top_p” values create 
more randomness and creativity, but may result in gener-
ated content that is less relevant to the input.

From Fig.  11, it can be seen that when Tempera-
ture=1.0 and Top_p=1.0, ChatGPT generated a medi-
cation recommendation as the diagnosis result. When 
Temperature=0.7 and Top_p=1.0, ChatGPT generated a 
medication name as the diagnosis result.

Although this situation is relatively rare and doesn’t 
happen every time, it indirectly confirms that excessively 
high Temperature and Top_p parameter values may have 
a negative impact on the summary results. Conversely, 
lower “Temperature” and lower “Top_p” values make 
the generated content more conservative and relevant, 
but potentially less innovative. These parameters can be 

adjusted according to the actual situation of the specific 
application and requirements. As shown in Fig. 12, when 
parameters “Temperature” and “Top_p” are set between 
0.1 and 1, the variation trend of the ROUGE score is basi-
cally consistent with the characteristics of parameters 
“Temperature” and “Top_p” themselves, especially with 
the decrease of the value of the “Top_p” parameter, the 
ROUGE-1 and ROUGE-L scores increase.

The results from Table 6 indicate that when ChatGPT is 
in modes “Prompt_S” and “Prompt_T”, which correspond 
to “Temperature=1.0” and “Top_p=1.0” the ROUGE-1 
and ROUGE-L scores are the lowest. When “Tempera-
ture=0.1” and “Top_p=0.1”, the ROUGE-1 and ROUGE-
L scores are the highest. This indicates that adjusting the 
“Temperature” and “Top_p” parameters appropriately 
based on their characteristics can indeed influence the 
final ROUGE results. Furthermore, using “Prompt_T” 
as ChatGPT’s prompt yields significantly better results 
compared to using “Prompt_S”. This indicates that well-
designed prompts can significantly enhance the perfor-
mance of ChatGPT in generating summaries.

We randomly selected 100 sets of medical dialogue 
summaries generated by the BERTSUM, BART, and 
ChatGPT models, where ChatGPT used prompts 
Prompt_S.7 and Prompt_T.7 to generate the medi-
cal dialogue summaries. Nevertheless, the pre-trained 
model approach based on BART outperformed the 
best results obtained with ChatGPT in both prompt 
modes, and was 14.94% better than the highest value 
corresponding to ChatGPT on the ROUGE-1 score 
and 32.84% better than the highest score correspond-
ing to ChatGPT on the ROUGE-L score. From Table 7, 
it is evident that the dialogue summaries generated by 

Table 5 Temperature and Top_p parameter combinations for 
ChatGPT’s prompt model, such as Prompt_S and Prompt_T

Prompt Model Temperature Top_p

Prompt_S.1 1.0 1.0

Prompt_S.2 0.7 1.0

Prompt_S.3 0.1 1.0

Prompt_S.4 0.5 0.5

Prompt_S.5 1.0 0.1

Prompt_S.6 0.7 0.1

Prompt_S.7 0.1 0.1

Prompt_T.1 1.0 1.0

Prompt_T.2 0.7 1.0

Prompt_T.3 0.1 1.0

Prompt_T.4 0.5 0.5

Prompt_T.5 1.0 0.1

Prompt_T.6 0.7 0.1

Prompt_T.7 0.1 0.1

Table 6 Rouge and BERTScore scores for ChatGPT’s prompt 
model, such as Prompt_S and Prompt_T

Prompt Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore

Prompt_S.1 43.69 21.74 35.78 71.43

Prompt_S.2 44.09 22.01 36.54 71.47

Prompt_S.3 43.92 21.69 36.59 71.31

Prompt_S.4 44.17 21.84 36.67 71.42

Prompt_S.5 44.18 21.88 36.87 71.40

Prompt_S.6 44.28 21.94 36.89 71.48

Prompt_S.7 44.27 21.95 36.91 71.49

Prompt_T.1 47.21 25.83 39.41 73.34

Prompt_T.2 47.84 26.31 40.35 73.38

Prompt_T.3 47.97 25.46 40.59 73.32

Prompt_T.4 48.07 25.50 40.57 73.36

Prompt_T.5 48.11 25.40 40.73 73.37

Prompt_T.6 48.07 25.39 40.69 73.37

Prompt_T.7 48.19 25.41 40.81 73.38
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the BART model outperform BERTSUM and ChatGPT 
in terms of automatic evaluation metrics, with higher 
ROUGE-1, ROUGE-2, ROUGE-L, and BERTScore 
scores. However, the effect of ChatGPT is much better 
than BERTSUM and BART models under the human 
evaluation metrics.

Discussion
Comparison between automatic evaluation metrics 
and human evaluation metrics
As depicted in sub-figures (a) and (b) of Fig.  13, medi-
cal experts showed high approval of the summary qual-
ity generated by ChatGPT, with higher approval rates in 
Prompt_T compared to Prompt_S. As depicted in sub-
figure (c) of Fig. 13. Except for the “Readability” metric, 
the other three metrics had barely passed the medical 
experts’ evaluation, with less than 30% of the summaries 
meeting the criteria. In contrast, the summaries gener-
ated by ChatGPT completely passed the medical experts’ 
evaluation, with many of them being rated as “Strongly 
Agree” as shown in sub-figures (a) and (b) of Fig.  13. 
Sub-figure (d) in Fig.  13 illustrates that medical experts 
have rated the medical dialogue summaries generated by 
the BERTSUM model as mostly “Strongly Disagree” on 
almost all human evaluation metrics. This indicates that 
such summaries have no reference value for users.

Additionally, from Figs.  14 and 15, we can observe 
that the summaries generated by the BART model are 

Fig. 11 Higher values of the Temperature and Top_P parameters may lead to partial summary results generated by ChatGPT that may be 
inconsistent with the actual situation

Fig. 12 The “Temperature” parameter controls the level of randomness and creativity in the generated text, while the “Top_p” parameter influences 
the diversity of the generated content. A higher “Top_p” value leads to more diverse text, whereas a lower value results in more consistent text. 
Elevated values for both “Temperature” and “Top_p” introduce greater randomness and creativity but may reduce the relevance of the generated 
content to the input. Conversely, lower values for both parameters make the generated content more conservative and relevant but potentially 
less innovative

Table 7 Automatic evaluation metrics for BERTSUM, BART, and 
ChatGPT summaries, such as comparisons of ROUGE-1, ROUGE-2, 
ROUGE-L and BERTScore scores

Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore

BERTSUM_Classifier 34.51 13.94 24.47 63.53

BERTSUM_Transfromer 33.52 13.21 24.06 63.21

BERTSUM_RNN 33.73 13.62 24.17 63.18

BART 55.39 40.38 54.21 78.32
ChatGPT(Prompt_T.7) 48.19 25.41 40.81 73.38
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relatively short. After conducting statistical analysis, it 
was found that the manually annotated summaries in 
the original dataset had an average length of 100 words, 
while the average length of summaries generated by the 
BART model was only 60 words. This discrepancy could 
possibly be attributed to the influence of the style of 
manual annotations. Although the generated summaries 
may appear concise, they tend to overlook crucial infor-
mation, leading to a reduction in their overall informa-
tive value. In contrast, ChatGPT generates summaries of 
approximately 200 words, which are perceived by human 
experts as more comprehensive, effective, and valuable.

A few real-world examples of BART and ChatGPT models 
on medical dialog summaries
As shown in Fig. 16, the “Recommendation” part of the 
manual summary lists “aluminum magnesium carbon-
ate tablets" alongside “probiotics" and “montmorillon-
ite powder for children” as medications, without clearly 
specifying whether “aluminum magnesium carbonate 
tablets” is intended for the patient’s child or the patient 
themselves, this lack of clarity could lead to misunder-
standing. On the other hand, the “Recommendation" 
part of ChatGPT’s summary clearly states, “patients can 
use aluminum magnesium carbonate tablets to neutral-
ize stomach acid”, indicating that ChatGPT can signifi-
cantly determine that the medication is for the patient 
themselves, not their child. Additionally, in Fig.  17, the 

“Recommendation” part of ChatGPT’s summary includes 
advice such as “to maintain the baby’s water intake, you 
can give an appropriate amount of oral rehydration salt 
solution”, which was not explicitly mentioned in the origi-
nal conversation. However, medical experts recognize 
that ChatGPT’s generated advice is entirely consistent 
with medical knowledge, given the context of the origi-
nal conversation where it mentions concern about the 
child’s dehydration due to frequent diarrhea after feed-
ing. In this context, ChatGPT provides more reasonable 
recommendations than the manual summary. In Fig. 14, 
the “Diagnosis” output from the BART summary is 
“Upper respiratory infection” while the correct diagno-
sis should be related to a disease associated with “Diar-
rhea”. This incorrect diagnosis is a significant discrepancy 
in the BART summary. Additionally, the BART summary 
is overly concise, leading to the omission of some poten-
tially important information. In the “Recommendation” 
part, BART’s summary only mentions the recommen-
dation of “Oral montmorillonite powder”. However, the 
original conversation actually includes additional rec-
ommendations such as “routine stool examination and 
other relevant examination” and “avoid eating greasy, 
spicy and irritating food,and feed more liquid food”. The 
exclusion of these important recommendations in the 
BART summary results in the loss of crucial information 
and diminishes the overall usefulness of the summary. In 
Fig. 15, the BART summary closely resembles the manual 

Fig. 13 Human evaluation of 100 summaries generated by ChatGPT, BART, and BERTSUM models, with average scores on four evaluation metrics: 
Contains Key Result, Coherence, Usefulness, and Readability. Sub-figures (a) and (b) demonstrate that summaries generated by ChatGPT achieved 
favorable results in the human evaluation metrics, especially under the Prompt_T condition, with a substantial proportion of “Strongly Agree” in all 
metrics. However, sub-figure (c) indicates that the BART model performed poorly in the human evaluation metrics, except for the “Readability” 
metric. sub-figure (d) shows that the BERTSUM model exhibited very poor performance across all metrics, almost entirely in the “Strongly Disagree” 
state
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summary, and its ROUGE-1 score is also high. However, 
in terms of practical effectiveness, especially in the “Rec-
ommendation” part where the content is “Continue to 
take oral medications for cold medicine”, such content 
provides a rather vague recommendation and lacks useful 
information. On the other hand, the ChatGPT summary 
offers more detailed advice. In addition to recommend-
ing the medication “spleen ammonia peptide freeze-dried 
powder”, it also suggests “atomization” and “make some 
pear tea for the baby to drink”. In Fig. 18, the main issues 
with the summaries generated by ChatGPT are: (1). The 
“Chief complaint” part is overly lengthy. (2). In the “Aux-
iliary examination” part, there are suggestions for exami-
nations that did not actually occur. However, despite 
these issues, they do not affect the understanding of the 

generated summaries by both the medical professionals 
and patients.

In summary, these examples illustrate that ChatGPT 
can significantly enhance the accuracy and specificity of 
recommendations by considering contextual informa-
tion and generating more appropriate advice than man-
ual summaries. Moreover, ChatGPT proves to be more 
effective and valuable in generating summaries compared 
to BERTSUM and BART. However, this also serves as a 
reminder that when assessing the quality of summaries, 
it is essential to consider not only automatic evaluation 
metrics such as ROUGE but also conduct comprehen-
sive analyses, taking into account the actual content and 
application scenarios. By taking a holistic approach to 
evaluation, we can better understand the capabilities and 

Fig. 14 From the perspective of ROUGE-1 score, the BART summary here shows a high similarity to the manual summary. However, there are 
significant issues with the BART summary. Firstly, in the “Diagnosis” part, the BART summary incorrectly states the diagnosis as “Upper respiratory 
infection”, while the correct diagnosis in the manual summary is “Diarrhea”. Secondly, the entire summary is too brief, leading to the omission 
of some potentially important information. For instance, in the “Recommendation” part, the BART summary only mentions the recommendation 
of “Oral montmorillonite powder”. Although ChartGPT’s ROUGE-1 score is lower than BART’s, the resulting summary is highly detailed 
and semantically consistent with the original conversation data, such as “routine stool examination and other relevant examinations” and “avoid 
eating greasy, spicy and irritating food, and feed more liquid food”
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Fig. 15 From the perspective of ROUGE-1 score, the summary generated by BART is highly similar to the manual summary. However, in terms 
of practical effectiveness, especially in the “Recommendation” part where the content is “Continue to take oral medications for cold medicines”, 
such content provides a rather vague recommendation and lacks useful information. On the other hand, the advice given by ChatGPT is more 
detailed and valuable. For instance, in addition to recommending the medication “spleen ammonia peptide freeze-dried powder”, it also suggests 
“atomization” and “make some pear tea for the baby to drink”. Such specific and practical information can offer more assistance and guidance 
to the readers

Fig. 16 The manual summary mistakenly leads people to believe that “aluminum magnesium carbonate tablets” is intended for children, 
but in reality, it is meant for parents of children. On the other hand, ChatGPTis able to distinguish between different patients in the context 
of the conversation, i.e. the user of the drug is clearly distinguished by “children” and “patient”, where “children” means the sick child and “patient” 
means the parents of the sick child. For example, “patients can use aluminum magnesium carbonate tablets to neutralize stomach acid”
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limitations of language models such as ChatGPT, and 
ensure that their outputs align with real-world use cases 
and human expectations. ChatGPT’s ability to provide 
contextually relevant and useful recommendations high-
lights its potential in various natural language processing 
tasks, and it emphasizes the importance of responsible 
evaluation practices in the development and deployment 
of AI systems.

Conclusion
The study compares the performance of the BART, Chat-
GPT, and BERTSUM models in generating medical dia-
logue summaries. The results indicate that summaries 
generated by the BERTSUM model exhibit notably lower 
ROUGE and BERTScore scores, and fail human evalu-
ation across all metrics. Conversely, the BART model 
achieves the highest ROUGE and BERTScore scores, 
outperforming ChatGPT. It is ROUGE-1, ROUGE-2, 
ROUGE-L, and BERTScore scores surpass ChatGPT’s 
best results by 14.94%, 53.48%, 32.84%, and 6.73% respec-
tively. However, in human evaluation by medical experts, 
BART’s summaries perform well only in “Readability” 
with less than 30% passing evaluation in other metrics. 

Compared to BERTSUM and BART, the ChatGPT model 
is preferred by human medical experts. In conclusion, 
ChatGPT can manipulate medical dialogue summary 
style and outcomes using various prompts. The generated 
content is not only better received than certain human 
experts’ results but also more comprehensible, showing 
promise for automated medical dialogue summarization. 
However, automatic evaluation metrics such as ROUGE 
and BERTScore may have limitations when it comes 
to comprehensively assessing the outputs of large lan-
guage models like ChatGPT, therefore, further research 
is needed to explore more suitable evaluation metrics. 
Additionally, there are still some issues with the medi-
cal dialogue summaries generated by ChatGPT, such as 
overly lengthy “Chief Complaint” part and the inclusion 
of certain tests in the “Auxiliary examination” part that 
did not actually occur, and one more, improperly con-
figured fine-tuning parameters for ChatGPT can indeed 
lead to incorrect results. In conclusion, ChatGPT’s per-
formance in medical conversation summarization is 
influenced by various factors. Therefore, future research 
needs to further identify the key factors affecting model 
output results and solve them systematically step by step.

Fig. 17 In the original conversation, it is evident that the child is suffering from diarrhea with watery stools. Generally, in such cases, doctors would 
recommend oral rehydration with a saline solution to the patient to prevent dehydration. However, this advice is not evident from the manual 
summary, primarily because the original text did not mention the relevant content of oral rehydration. On the other hand, ChatGPT can directly 
provide a reasonable recommendation.Such as “to maintain the baby’s water intake, you can give an appropriate amount of oral rehydration salt 
solution”
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Limitations
Although the dataset used in this article is a publicly 
available dataset designed for medical natural language 
processing competitions, which avoids the legal and 
ethical issues associated with using patient data, pro-
tecting sensitive patient data remains a critical area 
worthy of research and attention. Due to the focus 
and space limitations of this study, only brief discus-
sions are provided here. We look forward to conducting 
more detailed research in the future.

It is noteworthy that 87.8% of survey respondents 
expressed concerns that chatbots could be utilized for 
data collection or user manipulation [52]. While Chat-
GPT diligently focuses on ensuring safe conversations 
and effectively guards against direct prompts used in 
data extraction attacks during training, there remains 

a potential vulnerability known as “jailbreaking” that 
can circumvent its ethical safeguards. As an illustration, 
ChatGPT may occasionally disclose private details while 
operating in its “Developer Mode” under a jailbreaking 
prompt [53]. As the landscape of AI evolves, traditional 
approaches to information security become outdated. A 
rule-based strategy is no longer sufficient in the face of 
generative AI tools [54]. Timo et al. propose that estab-
lishing flexible regulatory mechanisms and legal frame-
works is crucial, and when regulating the technology and 
applications of LLMs, it is essential to consider the rapid 
development of technology and the constantly changing 
legal environment. Furthermore, cybersecurity vulner-
abilities in LLMs can lead to data breaches and malicious 
attacks, necessitating the establishment of minimum 
security standards and the provision of appropriate train-
ing for healthcare professionals [55].

Fig. 18 The main issues with the summaries generated by ChatGPT are: (1). The “Chief Complaint” part is overly lengthy. (2). In the “Auxiliary 
examination” part, there are suggestions for examinations that did not actually occur. However, despite these issues, they do not affect 
the understanding of the generated summaries by both the medical professionals and patients
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In conclusion, we believe that relying solely on LLMs 
providers to protect patient privacy data is insufficient. 
At the very least, the following key aspects should be 
considered:

• The continuous improvement of regulatory mecha-
nisms and legal standards permeates the entire pro-
cess of model creation, deployment, and version 
updates. Considering the significant costs involved 
in LLMs training, LLMs providers need to enhance 
the adaptability of models, especially those that 
have completed training, in terms of technological 
innovations and changes in the legal environment.

• Both LLMs providers and data providers must 
adhere to relevant data security usage standards 
before inputting medical data into model training, 
including the use of authorization and authentica-
tion tools designed to prevent sensitive informa-
tion leakage, as well as implementing filtering or 
encryption measures for medical sensitive data.

• Healthcare institutions need to strictly regulate the 
use of data and provide rigorous training for health-
care professionals to ensure compliance with rele-
vant laws, behavioral norms, and security standards 
when using medical data on LLMs.
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