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Abstract 

Background In the healthcare domain today, despite the substantial adoption of electronic health information 
systems, a significant proportion of medical reports still exist in paper‑based formats. As a result, there is a significant 
demand for the digitization of information from these paper‑based reports. However, the digitization of paper‑
based laboratory reports into a structured data format can be challenging due to their non‑standard layouts, which 
includes various data types such as text, numeric values, reference ranges, and units. Therefore, it is crucial to develop 
a highly scalable and lightweight technique that can effectively identify and extract information from laboratory test 
reports and convert them into a structured data format for downstream tasks.

Methods We developed an end‑to‑end Natural Language Processing (NLP)‑based pipeline for extracting information 
from paper‑based laboratory test reports. Our pipeline consists of two main modules: an optical character recogni‑
tion (OCR) module and an information extraction (IE) module. The OCR module is applied to locate and identify text 
from scanned laboratory test reports using state‑of‑the‑art OCR algorithms. The IE module is then used to extract 
meaningful information from the OCR results to form digitalized tables of the test reports. The IE module consists 
of five sub‑modules, which are time detection, headline position, line normalization, Named Entity Recognition (NER) 
with a Conditional Random Fields (CRF)‑based method, and step detection for multi‑column. Finally, we evaluated 
the performance of the proposed pipeline on 153 laboratory test reports collected from Peking University First Hospi‑
tal (PKU1).

Results In the OCR module, we evaluate the accuracy of text detection and recognition results at three different 
levels and achieved an averaged accuracy of 0.93. In the IE module, we extracted four laboratory test entities, includ‑
ing test item name, test result, test unit, and reference value range. The overall F1 score is 0.86 on the 153 laboratory 
test reports collected from PKU1. With a single CPU, the average inference time of each report is only 0.78 s.

Conclusion In this study, we developed a practical lightweight pipeline to digitalize and extract information 
from paper‑based laboratory test reports in diverse types and with different layouts that can be adopted in real clini‑
cal environments with the lowest possible computing resources requirements. The high evaluation performance 
on the real‑world hospital dataset validated the feasibility of the proposed pipeline.
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Introduction
Electronic medical records (EMRs), also known as com-
puterized patient record, have been widely applied dur-
ing patient assessment, examination, diagnosis, and 
treatment planning in many hospitals and healthcare 
centers around the world [1]. In China, the average adop-
tion rate of EMRs in hospitals increased by 3.6 times 
from 2007 to 2018, peaking at 85.3% [2]. This has led to 
an unprecedented accumulation of medical data. Accord-
ing to the EMR-related health industry standards issued 
by China in 2016, there are a total of 53 types of EMRs. 
Efficient information extraction and knowledge mining 
from EMRs can facilitate translational medicine research 
and the development of clinical support system [3–5].

With the development and improvement of medical-
related technologies, clinical auxiliary examinations are 
playing an increasingly important role in the diagnosis 
and treatment of diseases [6]. Laboratory tests, often part 
of routine checkups, aim to monitor patient condition by 
testing samples of blood, urine, or other body specimens 
[7]. As a result, a large number of reports with various 
types are produced, such as liver function test reports, 
blood test reports, urine test reports, genetic test reports, 
drug concentration test reports, etc. Laboratory test 
reports are stored and managed using Laboratory Infor-
mation Management System (LIS). They can be delivered 
to patient in printed paper format or transmitted to the 
Hospital Information System (HIS) to assist physician for 
diagnosis [8].

Despite the substantial adoption of these electronic 
health information systems, a significant proportion 
of these reports still exist in paper-based formats, pos-
ing challenges for efficient data extraction and analysis. 
Health information exchange and patient engagement 
have remained limited [9]. In hospital setting, it is not 
uncommon for patients to carry lots of paper-based lab-
oratory test reports for physicians to review. Physicians 
have to sift through the patient’s previous laboratory 
test reports from other hospitals, combining them with 
the patient’s chief complaint to form an initial diagnostic 
impression. During follow-up visits, the paper-based lab-
oratory test reports are scanned and uploaded to specific 
application, requiring physicians to review these images 
and manually enter the lab test results into a database. 
The current processing of paper-based reports heavily 
relies on manual operations, resulting in time-consum-
ing, labor-intensive and costly outcomes.

To address these problems, various artificial intelli-
gence techniques can be utilized to automate the current 
manual processing of paper-based reports. Optical Char-
acter Recognition (OCR) is a technology that enables the 
conversion of scanned or photographed images of text 
into machine-readable and editable text. Deep-learning 

based OCR algorithm have been validated for extracting 
text information from scanned image of hardcopy medi-
cal reports [10, 11]. However, due to the different qual-
ity of the original hardcopy of the reports, the extracted 
text results from OCR algorithm often have recognition 
errors and cannot accurately preserve the original text 
layout information. Therefore, it is not viable to digi-
tize paper-based reports and make them appropriate for 
database entry only based on the OCR results; further 
information extraction techniques are required.

Information extraction (IE) is the process of automati-
cally extracting structured and meaningful information 
from unstructured or semi-structured data sources to 
enable further analysis and utilization of the extracted 
data. Information extraction from laboratory test results 
can be challenging due to their diverse non-standard lay-
outs and mixed data types including text, numeric val-
ues, reference ranges, datetime and units [12]. To extract 
meaningful information from the OCR results of labora-
tory test reports, we need to identify and classify multiple 
named entities from the reports into predefined catego-
ries, such as report datetimes, names of the test item, test 
values and units. The task is called Named Entity Recog-
nition (NER) in the field of Natural Language Process-
ing (NLP). Conditional Random Fields (CRF) is a widely 
used NLP algorithm in NER [13], known for its ability to 
model the dependencies between neighboring words and 
leverage contextual information for accurate entity rec-
ognition [14]. Therefore, it is possible to cope with labo-
ratory test reports with different layouts and mixed data 
type.

In this study, we developed a practical lightweight pipe-
line to digitalize and extract information from paper-
based laboratory test reports that can be adopted in real 
clinical environments with the lowest possible com-
puting resources requirements. The proposed pipeline 
consists of two modules: the Optical Character Recogni-
tion (OCR) module and the Information Extraction (IE) 
module. The OCR module is used to convert scanned 
image of paper-based laboratory test reports into semi-
structured text items. In the IE module, the laboratory 
test reports time and test results are extracted using 
Conditional Random Fields (CRF)-based approach. The 
extracted test results are represented as tables including 
four types of named entities: test item name (LabName), 
test result (LabResult), unit (LabUnit) and reference value 
range (LabRefRange). Given an image of paper-based lab-
oratory test report, the proposed pipeline is able to auto-
matically output the report time and a digitalized table 
containing four columns, including LabName, LabResult, 
LabUnit and LabRefRange, which can be easily adapted 
for follow-up interoperation and reuse. We evaluated the 
performance of both the OCR module and the IE module 
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using the dataset collected from Peking University First 
Hospital (PKU1). With an average accuracy of 0.93 for the 
OCR module, and an F1 score of 0.86 for the IE module, 
the performance of the proposed pipeline can meet the 
requirements of physicians in their daily work. We also 
validated the feasibility of the proposed pipeline in real 
hospital setting with a self-developed web-based applica-
tion with the assistant of physicians at Peking University 
First Hospital. To our knowledge, no study has validated 
the feasibility and performance of such pipelines in a hos-
pital setting with end-to-end applications used by physi-
cians. By applying the proposed pipeline to automate the 
information extraction process from paper-based labo-
ratory test reports, healthcare organizations can reduce 
manual work, eliminate human errors, and accelerate 
data utilization, eventually leading to better patient care 
and clinical decision-making.

The rest of the paper is organized as follows. The 
related work reviews previous studies on OCR and 
various downstream tasks related to paper-based medi-
cal documents. The methods section details the data 
description, data annotation and the proposed light-
weight pipeline, incorporating an OCR module and an IE 
module based on CRF techniques, as well as the evalu-
ation methods of the OCR module and the IE module 
respectively. The results section shows the implementa-
tion details and evaluation results of the OCR module 
and the IE module. The discussion section presents the 
principal findings, limitations, and future research. The 
conclusion summarizes the study, emphasizing the feasi-
bility of the proposed lightweight pipeline.

Related work
To extracting meaningful information from paper-based 
medical documents, researchers typically follow a two-
step process. The first step involves utilizing OCR to 
extract text items from scanned or photographed docu-
ments. The second step involves applying information 
extraction techniques to accomplish downstream tasks. 
OCR algorithms have been extensively studied and devel-
oped to convert images to text items. State-of-the-art 
deep learning-based OCR algorithms have shown high 
detection accuracy in a wide range of application scenar-
ios [15–17]. For medical documents such as electronic 
health records (EHRs) and medical lab reports, OCR 
algorithms have also demonstrated a high level of detec-
tion accuracy ranging from 78.84% to 95.8% [18, 19].

Once the text has been extracted using OCR, a 
range of downstream tasks have been accomplished 
using various Natural Language Processing (NLP) and 
deep learning approaches. Goodrum et  al. [20] com-
bined OCR with multiple text classification models 
to classify scanned EHRs into clinically relevant and 

non-clinically relevant categories, as well as further 
sub-classifications. Kumar et al. [21] developed a Clin-
icalBERT-based pipeline to identify malpractice claims 
from scanned mammograms, chest CT and bone X-ray 
reports following the OCR step. Wei et  al. [22] imple-
mented a multi-modal system that jointly models text 
extracted from OCR and layout information to classify 
scanned clinical documents into different categories, 
such as lab reports and CT scans. Hsu et  al. [11] pro-
posed a pipeline to classify scanned sleep study reports 
and found that the ClinicalBERT-based approach 
obtained the best classification accuracy performance.

Previous studies have put the major efforts on 
improving the accuracy of the downstream task, and 
large-scale language models such as BERT [23], and 
ClinicalBERT [24] have been widely adopted. How-
ever, deploying these large-scale models in real-world 
application suffers from the problems of high hardware 
resources requirements (e.g., high-performance GPUs) 
and long inference time. With a single Intel Xeon Gold 
6154 CPU @ 3.00  GHz, the average inference time of 
large-scale BERT-based methods (with 110 million 
parameters) ranges from 4.43  s to 18.66  s per sample 
for different datasets and NLP tasks [25]. To overcome 
these problems, our proposed pipeline focused on bal-
ancing the accuracy performance and the inference 
time while avoiding additional hardware expenses for 
hospitals that adopt such a system.

Methods
The proposed information digitalization and extraction 
pipeline is illustrated in Fig.  1. Given a scanned image 
of paper-based laboratory test report as input, the text 
detector in the OCR module detects the locations of 
textual objects in the mage using detection boxes. Then, 
the text recognizer identifies the content of these tex-
tual objects, and the line formation formats the textual 
objects into lines. The output of the OCR module is a 
collection of text items that partially retains the origi-
nal formatting, which may contain recognition errors as 
marked in the figure, such as the text merging errors (two 
textual objects merged as one text item) and misplaced 
lines. Given the output of the OCR module as input, the 
IE module extracts and recognizes the report time and 
four types of named entities in laboratory tests: test item 
name (LabName), test result (LabResult), unit (LabUnit) 
and reference value range (LabRefRange). After the IE 
module, the final output of the pipeline is the digitalized 
table of test results including four columns: LabName, 
LabResult, LabUnit, and LabRefRange. The digitalized 
table can be easily restored in a database and used for 
downstream tasks.



Page 4 of 11Ma et al. BMC Medical Informatics and Decision Making          (2023) 23:251 

Data description
We used medical laboratory reports from an open-source 
dataset for the development of the OCR module and 
the training of the IE module [18]. The dataset contains 
238 de-identified images of Chinese medical laboratory 
reports. These images are captured by different devices 
(i.e., scanners and smart phones) and under various illu-
minant conditions from 119 paper files of Chinese medi-
cal laboratory reports. Each report contains four parts 
arranged from top to bottom: 1) report time and test type 
2) patient and test information 3) the table of test results 
including four columns: test item name, test result, unit, 
and reference value range 4) signature and notes.

We also collected a total of 196 real-world labora-
tory test reports from Peking University First Hospital 
(PKU1) for performance validation. Reports with incom-
plete scanning and very low image quality (where the 
recognition accuracy of OCR is lower than 30%) were 
excluded, resulting in 153 laboratory reports in the final 
dataset. These reports are used to evaluate the perfor-
mance of OCR module and IE module, respectively. 

These laboratory test reports are coming from different 
hospitals brought by patients visiting PKU1 from other 
hospitals. There are also various types of laboratory test 
reports. The detailed report types and the amounts of 
each type are shown in Table 1. Therefore, the collected 

Fig. 1 Overall illustration of the pipeline with the optical character recognition (OCR) module and the information digitization (IE) module 
for digitization of paper‑based laboratory test reports

Table 1 The laboratory test report types and amounts in the 
PKU1 dataset

Test Report Type Test 
Report 
Amount

Complete blood cell count 49

Prostate‑specific antigen (PSA) test 27

Biochemical test 26

Tumor marker test 12

Urinalysis (urine test) 9

Viral test 7

Other 23

Total 153
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laboratory rest reports have diverse layouts. Ethics 
approval was granted by the Ethics Committee of Peking 
University First Hospital.

Data annotation
Since the paper-based laboratory test reports vary in 
types and originate from different hospitals, there is no 
standard format. To obtain the final digitalized table with 
four columns, as illustrated in Fig. 1, we need to annotate 
the starting and ending position of each text item and cat-
egorize it into one of the four categories: LabName (test 
item name), LabResult (test result), LabUnit (unit), and 
LabRefRange (reference value range). Figure  2 displays 
four sample test reports with different layouts and the 
categories of text items (the starting and ending positions 
of text items are also annotated but not illustrated in the 
figure). Sample 1 has a double-column layout, requir-
ing annotation for both columns. Sample 1 and sample 
4 have both English LabName and Chinese LabName. 
Both LabNames are annotated and can be detected and 
linked as a single LabName in the IE module. Sample 2 
caontians two LabResults, one indicating the test value 
and the other indicating whether the result is positive or 
negative. Similarly, both LabResults are annotated and 
can be detected and linked as a single LabResult in the 
IE module. Furthermore, the order of the four catego-
ries can vary among samples. For example, the order of 
LabUnit and LabRefRange differs between sample 3 and 
sample 4. There may be additional columns beyond the 
four categories, such as the test method in sample 3 and 
notes in sample 3 and sample 4. These columns are not 

annotated and will not be detected and recognized by the 
IE module. Apart from the four categories, we also anno-
tated the report time in the laboratory reports. When 
there are multiple datetime items, we used the earliest 
datetime value as the report time. The starting and end-
ing position are represented in the IOB (Inside, Outside, 
Beginning) format for Named Entity Recognition (NER) 
task. For example, in a text sequence with six Chinese 
characters, if the first four characters form a LabName, 
the first character is labeled as B-LabName (beginning of 
a LabName), the second to fourth characters are labeled 
as I-LabName (inside a LabName), and the fifth and sixth 
characters are labeled as O (outside a named entity).

We developed a web-based annotation system. The 
frontend was a questionnaire webpage created using Pyr-
amid, a lightweight Python web framework. The backend 
was developed to store data and annotations using Mon-
goDB.  The annotators were trained for the annotation 
task based on the annotation guidelines. Each report was 
annotated by two human annotators. Cohen’s kappa coef-
ficient was calculated to measure the inter-rater reliabil-
ity between annotators and high agreement ( κ = 0.89 ) 
was obtained.

Optical Character Recognition (OCR)
Optical Character Recognition (OCR) is a widely used 
technology to recognize texts within images. In our 
system, we adopted the state-of-the-art OCR model, 
PP-OCR [16], to extract text from scanned images of 
paper-based reports from hospitals. The key advantage of 
PP-OCR is its ultra-lightweight nature. With only 3.5 M 

Fig. 2 Sample laboratory test reports from Peking University First Hospital (1) sample 1: complete blood cell count (2) sample 2: viral test (3) sample 
3: tumor marker test (4) sample 4: tumor marker test
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size model, the PP-OCR system can recognize 6622 Chi-
nese characters and a 2.8 M size model to recognize 63 
alphanumeric symbols. Moreover, the average inference 
time is 421 ms using a single CPU. PP-OCR consists of 
three modules: text detection, detection boxes rectifica-
tion and text recognition. The text detection module aims 
to locate the text area in the image. In PP-OCR, a simple 
segmentation network called Differentiable Binarization 
(DB) [17] is used as the text detector. The detection boxes 
rectification module transforms the detected text boxes 
with different directions into horizontal rectangle boxes. 
A text direction classifier is trained to determine the 
direction of the detected text box, and geometric trans-
formation is then applied. The text recognition module is 
used to recognize the text within the detection box. For 
text recognition, an end-to-end scene text recognition 
model named CRNN (Convolutional Recurrent Neural 
Network [15]) is adopted. To reduce the model size of 
detection boxes rectification module and text recogni-
tion module, MobileNet V3 [26] is employed as the light-
weight backbone.

Following the preceding procedures, the scanned 
images are transformed into text items with detection 
boxes. The final step of the OCR module is the Line For-
mation, which organizes the text items into lines based 
on the coordinates of individual detection boxes. Text 
items with similar vertical coordinates are grouped 
together and classified as belonging to the same line. 
Consequently, the OCR module generates formatted 
lines of text items that can by readily utilized by the IE 
module.

Information extraction (IE)
Although the OCR module has recognized the text items 
and retained partial structural information, it cannot 
be directly transformed into a digitalized table for use 
in downstream tasks. There three main challenges that 
need to be addressed. Firstly, the semantic meaning of 
each text item is not recognized, requiring Named Entity 
Recognition (NER) algorithms to classify each text item 
into the predefined four categories (LabName, LabRe-
sult, LabUnit, and LabRefRange). Secondly, the OCR out-
comes usually contain recognition errors, such as the text 
merging error (two textual objects merged as one item) 
and misplaced lines, as illustrated in Fig. 1. To tackle the 
text merging error, NER algorithms were employed to 
identify the correct starting and ending potion for each 
text item. To address the misplaced lines, we imple-
mented the Line Normalization algorithm. Lastly, we 
developed the Step Detection algorithm to handle 
reports with a multi-column layout. In summary, there 
are five sub-modules in the IE module: Time Detection, 
Headline Position, Line Normalization, NER with CRF, 

and Step Detection for Multi-column. The implementa-
tion details of each sub-module are as follows:

1) Time Detection: It detects all time elements and 
selects the earliest time as the report time.
2) Headline Position: It identifies both the head and 
tail lines to facilitate the location of the recognition 
range for the NER task. Regular expressions contain-
ing keywords are utilized to match headline and end-
line. For example, keyword “name” is used to identify 
the headline of LabName, while “result” or “value” is 
used to identify the headline for LabResult.
3) Line Normalization [27]: The mean length of all 
lines in a report (denoted as L ) is calculated. The text 
is processed line by line, where the line in processing 
is designated as the “current line.” The line length of 
the next line or the next two lines is then compared 
to the mean line length L following the rules outlined 
in Fig. 3. This process determines whether and how 
these lines should be combined into one new line. 
Finally, all empty lines are removed to complete line 
normalization.
4) NER with CRF: The data is processed in a row-
wise manner, and predictions are generated using a 
Conditional Random Fields (CRF) model [28] trained 
on the aforementioned public dataset (as described 
in the data description section). As mentioned in the 
data annotation section, all text items are annotated 
with the beginning and ending positions, as well as 
the categories. Feature engineering was performed by 
incorporating word identity, word suffix, word shape, 
and part-of-speech tags. The CRF model was trained 
using the L-BFGS [29] training algorithm with Elas-
tic Net (L1 + L2) [30] regularization on the annotated 
training set. Once the CRF model is trained, given 
an input report, it can predict the starting position, 
ending position and category (LabName, LabRe-
sult, LabUnit, LabRefRange) of each text item in the 
report.
5) Step Detection for Multi-column: After perform-
ing NER using the CRF model, step detection is con-
ducted for each line of the report. The basic concept 
of the Step Detection algorithm is that once the sec-
ond LabName is detected, the report is identified as 
having a double-column layout. The starting position 
of the second LabName serves as the reference for 
splitting the repeated columns. Similarly, if the third 
LabName is detected, the report can be identified as 
having tripe-column layout. Post-processing is also 
applied to ensure that the content in multi-column 
layout is correctly placed in the single-column digi-
talized table, which serves as the final outcome of the 
entire IE module.
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Evaluation
Aligned with the design of model pipeline, the evaluation 
of the model encompasses two main components: the 
evaluation of the OCR module and the evaluation of the 
IE module.

Evaluation methods of OCR results
As described in the OCR module methodology, the 
OCR module process involves the conversion of scanned 
images into text items and detection boxes, followed by 
the transformation of the text into formatted lines. There-
fore, we used three accuracy measurements to measure 
the performance in different aspects, which are character 
level accuracy, detection box level accuracy, and line for-
mation accuracy.

Character accuracy is employed to assess the correct-
ness of individual characters recognized by the OCR 
module. For instance, if there are 100 characters in the 
scanned images and 90 of them are correctly identified, 
the character level accuracy would be calculated as 90%. 
Subsequently, the detection box level accuracy focuses 
on evaluating the accuracy of the detection boxes, with-
out considering character accuracy. For instance, if the 
report consists of 10 detection boxes, but two of them are 
incorrectly recognized as one, it indicates that two detec-
tion boxes were not accurately identified. In this case, 
the detection box level accuracy would be 80%. Lastly, 
considering the character and detection box inaccura-
cies addressed by the aforementioned accuracy metrics, 
the line formation accuracy is utilized to measure the 
correctness of the formatted lines. For example, if there 

are 10 lines of text in the scanned images, and one line 
is mistakenly recognized as two separate lines, the num-
ber of correctly formatted lines would be 9, resulting in 
a line formation accuracy of 90%. The final accuracy of 
the OCR module is defined as the average of the above 
three accuracies, providing an overall assessment of its 
performance.

Evaluation methods of IE results
We evaluate the results of IE module using precision (the 
number of correctly recognized entities divided by the 
number of all recognized entities), recall (the number 
of correctly recognized entities divided by the number 
of all annotated entities in data), and F1 score (the har-
monic mean of precision and recall). When both the text 
content and category match the ground truth, it is con-
sidered as a correctly recognized entity. All recognized 
entities are all text items identified and classified by the 
IE module. All annotated entities are all text items anno-
tated by human annotators. It is noteworthy that Lab-
Name can exist in both Chinese and English. When the 
Chinese LabName is correct, the LabName is considered 
as correctly recognized.

Results
Implementation details
The proposed pipeline was implemented in Python 3.8, 
utilizing PaddlePaddle for OCR modeling, scikit-learn 
0.23.2 for CRF modeling, and nltk 3.6.1 for word seg-
mentation and POS tagging. The self-developed pipeline 
application was executed on a Linux operating system 

Fig. 3 Decision diagram of the Line Normalization algorithm
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(Ubuntu 18.04 LTS), leveraging the computational capa-
bilities of an Intel Xeon Silver 4116 CPU operating at 
a frequency of 2.10  GHz, with a total RAM capacity of 
32 GB.

Performance of OCR module
The evaluation was conducted using real-world labo-
ratory test reports collected from PKU1. A total of 153 
scanned images of reports were used encompassing vari-
ous types as descripted in the data description section. 
As indicated in the evaluation methodology for the OCR 
module, the assessment of OCR performance included 
three key metrics: character level accuracy, detection box 
level accuracy, and line formation accuracy. The detailed 
evaluation results are presented in Table  2. The aver-
age character level accuracy was determined to be 0.95, 
indicating a high precision in the recognition of individ-
ual text items by the OCR module. With regards to the 
detection box level accuracy, an average accuracy of 0.93 
was obtained. It should be noted that in some cases, text 
present in separate columns might be erroneously recog-
nized as a single detection box. Furthermore, 90% of the 
line formation process yielded accurate results. However, 
it is important to acknowledge that some reports exhib-
ited varying degrees of skew, which presented challenges 
during the line formation step. Consequently, due to the 
presence of skewness, there were instances where one 
line was incorrectly treated as two separate lines.

Performance of information extraction
To establish a baseline for comparing the CRF-based 
NER models, we implemented a rule-based model. Pre-
cisely, the rule-based model consists of custom regular 
expressions developed based on existing reports. For 
example, the "LabName" entity mainly comprises Chi-
nese characters, while the "LabResult" entity mostly con-
sists of unsigned numbers or Chinese characters (such as 
’negative’), except for the period ".". The "LabRefRange" 
entity includes symbols such as " < ", " > ", or "-", along 
with numbers and Chinese characters. The "LabUnit" 
entity exhibits combinations that include "/", "%", or Eng-
lish characters. Additionally, we defined rules to predict 
the category of the header based on keywords. The cate-
gory of header can then be used to predict the categories 
of text items below the header.

We assessed the performance of the IE module using 
153 paper-based laboratory reports collected from 
PKU1, as described in the data description section. These 
reports exhibited diverse checking items and inconsistent 
layouts, reflecting the diversity and complexity of labora-
tory examinations in real clinical practice. We compared 
the rule-base method and the CRF-based method on the 
dataset. As shown in Table  3, the CRF-based method 
outperformed the rule-based method, achieving an over-
all F1 score of 0.86 with a precision of 0.90 and recall 0f 
0.83. More specific results using the CRF-based method 
for different entity categories are shown in Table 4. It can 
be found that the performance of LabName, LabResult, 
and LabUnit surpassed that of the LabRefRange.

Error analysis
Based on our analysis, there are three main factors con-
tributing to recognition errors: 1) poor quality of the 
scanned image, 2) line misplacement, and 3) multi-col-
umn layout. Figure 4 shows a typical sample report that 
exhibits all three factors and results in low recognition 
performance (with an average precision of 0.59). Due 
to the poor quality of scanned image, LabResult “101.1” 
was recognized as “01.1” in the final IE result. As shown 
in Fig. 4, the misplacement of lines caused the test value 
“2.87” to be associated with test item No. 27 “(HDL-C)” 
instead of the correct test item No. 28 “(LDL-C)”. Fur-
thermore, the multi-column layout let to the incorrect 
recognition of test item No. 29 “(A/G)”.

Discussion
Principal findings
In this study, we implemented an information extraction 
and digitization pipeline to automatically retrieve labora-
tory test time and test results (i.e., LabName, LabResult, 
LabUnit and LabRefRange), from paper-based labora-
tory test reports. With an averaged recognition accuracy 
of 0.93 for the OCR module, and the F1 score of 0.86 for 
the IE module, the results demonstrated the effective-
ness of the proposed pipeline in extracting test results 
accurately. Moreover, the proposed pipeline showed high 
runtime efficiency. With a single Intel Xeon Silver 4116 
CPU, the average inference time of each report was only 
0.78 s which is significantly faster than the inference time 

Table 2 The evaluation results of OCR module

Character 
Level 
Accuracy

Detection 
Box Level 
Accuracy

Line 
Formation 
Accuracy

Overall

Average 
accuracy

0.95 0.93 0.90 0.93

Table 3 Information extraction performance comparison of 
rule‑based method and CRF‑based model

Results for Rule-based Results for 
CRF-based

Precision 0.84 0.90

Recall 0.73 0.83

F1 0.78 0.86
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of BERT-based models (4.43  s to 18.66  s) [25]. We also 
developed an end-to-end web-based application, which 
has been used by physicians at Peking University First 
Hospital in real hospital environments. This validation 
further confirmed the feasibility of the proposed pipeline 
and demonstrated the significant benefits of the pipeline 
for physicians.

Limitations
The major limitation of the proposed pipeline is that 
the accuracy of the OCR module and IE module can 
be affected by the quality of the scanned image, includ-
ing issues such as image clarity, image completeness, 
and handwritten markups, which are not uncommon in 
clinical practice. These factors may introduce errors and 
reduce the overall performance of the proposed pipeline 

and require manual efforts from physicians to revise the 
pipeline outputs.

Another limitation of the proposed pipeline is the 
adoption of a CRF-based information extraction method 
to improve overall runtime efficiency, instead of using 
advanced BERT-based methods. However, the recent 
emergence of lightweight and small-scale BERT models, 
such as TinyBERT [31], MobileBERT [32] and ALBERT 
[33], offers a possible future direction to resolve the para-
dox of the pipeline accuracy and efficiency.

Future research
This study specifically focuses on the digitalization of 
paper-based laboratory test reports. However, in clinical 
practice, patients often present a variety type of paper-
based reports, such as pathology reports, radiology 
reports, admission summaries, and discharge summaries. 

Table 4 Precision, recall, and F1 scores for each type of data elements of reports from PKU1

Lab Name Lab Result Lab Ref Range Lab Unit Overall

Correctly predicted Entities 1862 1786 1620 1697 6965

Entities in the gold standard 2140 2140 2115 2047 8442

Precision 0.91 0.92 0.84 0.85 0.90

Recall 0.87 0.83 0.77 0.83 0.83

F1 0.89 0.87 0.80 0.84 0.86

Fig. 4 Demonstration example of a laboratory test report of two‑columns layout from Peking University First Hospital. Different laboratory test 
entities are marked by distinct colors with category names noted. The red box represents the factors contributing to the recognition errors
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To fully digitize and extract information from all types of 
medical records, there is a pressing need to extend the 
current pipeline to encompass a broader range of paper-
based medical records. In our ongoing study, we have 
made initial attempts to apply our proposed pipeline to 
radiology reports from computed tomography (CT) and 
magnetic resonance imaging (MRI).

Conclusion
In this study, we developed an information digitization 
pipeline for scanned images of laboratory test reports 
in diverse types and with different layouts. The pipeline 
demonstrated high recognition accuracy, runtime effi-
ciency, and real-world applicability. It holds significant 
potential to streamline and enhance information extrac-
tion in clinical practice.
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