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Abstract 

This article focuses on the development of algorithms for a smart neurorehabilitation system, whose core is made 
up of artificial neural networks. The authors of the article have proposed a completely unique transfer of ACE-R results 
to the CHC model. This unique approach allows for the saturation of the CHC model domains according to modified 
ACE-R factor analysis. The outputs of the proposed algorithm thus enable the automatic creation of a personalized 
and optimized neurorehabilitation plan for individual patients to train their cognitive functions. A set of tasks in 6 lev-
els of difficulty (level 1 to level 6) was designed for each of the nine CHC model domains. For each patient, the results 
of the ACE-R screening helped deter-mine the specific CHC domains to be rehabilitated, as well as the initial gaming 
level for rehabilitation in each domain. The proposed artificial neural network algorithm was adapted to real data 
from 703 patients. Experimental outputs were compared to the outputs of the initially designed fuzzy expert system, 
which was trained on the same real data, and all outputs from both systems were statistically evaluated against expert 
conclusions that were available. It is evident from the conducted experimental study that the smart neurorehabilita-
tion system using artificial neural networks achieved significantly better results than the neurorehabilitation system 
whose core is a fuzzy expert system. Both algorithms are implemented into a comprehensive neurorehabilitation 
portal (Eddie), which was supported by a research project from the Technology Agency of the Czech Republic.
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Introduction, motivation and research focus
Neurocognitive rehabilitation (NR) can be defined as a 
methodical approach to correcting cognitive deficien-
cies, based on a thorough assessment and understanding 
of the cognitive impairments caused by brain damage. 
The concept of NR, in its broader sense, aims to assist 

individuals in coping with mental deficits, regaining self-
control, returning to work, and enjoying leisure activities, 
among other things. NR should be an integral part of the 
comprehensive rehabilitation process for individuals with 
brain damage, and should involve a multidisciplinary 
approach. We define it as a set of diagnostics, therapeu-
tic, preventive, and organizational measures aimed at 
maximizing an individual’s functional capacity and creat-
ing optimal conditions for their integration into normal 
social and economic life [1]. Therefore, neurocognitive 
rehabilitation draws from knowledge in the fields of neu-
ropsychology, cognitive psychology, behavioral psychol-
ogy, as well as occupational therapy, language and speech 
therapy, and special education and can be considered one 
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of the most dynamic areas with continuously expanding 
theoretical, methodological, and application spheres.

However, in the early stages of treatment, the use of 
relatively demanding neuropsychological diagnostic 
methods may not be possible for patients. So how can 
rehabilitation be carried out in the absence of diagnostic 
results? The answer can be found in this article.

Authors of the article developed a neurorehabilitation 
system incorporates artificial intelligence that can take 
the results of a basic ACE-R screening test administered 
and transfer them to the CHC model domains. The pro-
posed neurorehabilitation system automatically gener-
ates a cognitive rehabilitation plan based on the CHC 
model, following a screening test (ACE-R) administered 
at the bedside.

The transformation of ACE-R results into CHC model 
domains was achieved by modifying the factor analy-
sis according to Connolly et  al. [2]. Authors of the arti-
cle published this topic in [3]. Expert systems were used 
there as the artificial intelligence model, which were 
adapted and verified on real patient data.

However, authors of the study also have extensive expe-
rience with applications of artificial neural networks. 
Therefore, this article describes the proposed a personal 
neurorehabilitation system based on artificial neural net-
works that were used there as the artificial intelligence 
model. We used the same real dataset as in [3] for our 
experimental validation study and we compared obtained 
results with outputs from the expert system.

Neurorehabilitation using ICT techniques and cases
Neurorehabilitation using ICT tools involves using infor-
mation and communication technologies to support the 
rehabilitation process of patients with neurological dis-
orders. This method is becoming increasingly popular 
due to its effectiveness and benefits for patients. ICT 
tools can be used for various types of neurorehabilita-
tion, including physiotherapy, speech therapy, occupa-
tional therapy, and cognitive therapy. Among the most 
commonly used ICT tools are virtual reality [4], games 
[5], smartphone and tablet applications [6], sensors, and 
robots [7].

Cognitive function training is used to improve vari-
ous areas of cognitive functioning, such as attention, 
memory, information processing speed, problem solving, 
and more. This type of training can be useful for people 
with neurological conditions such as Alzheimer’s disease, 
Parkinson’s disease, multiple sclerosis, and many others. 
There are many different ways to train cognitive func-
tions [8], including computer programs, mobile phone 
and tablet applications, paper exercises, and more. These 
tools can be used in various settings, including the home 
environment, schools, or healthcare facilities. Cognitive 

function training can be individually tailored to each 
patient and can be performed in combination with other 
types of therapy, such as physical therapy, occupational 
therapy, or speech therapy. The advantage of cognitive 
function training is that it can be performed at different 
levels of difficulty and intensity, so it can be adapted to 
the individual needs of each patient.

Neurorehabilitation using ICT tools has several advan-
tages. These tools provide patients with the opportunity 
to train their abilities in a safe and controlled environ-
ment. Furthermore, they allow the monitoring of the 
patient’s progress in real-time and provide therapists and 
doctors with more information about the patient’s con-
dition and needs. Patients may feel more motivated and 
more involved in the rehabilitation process due to the 
interactive nature of these tools.

Research has shown that cognitive function training 
can be an effective way to improve cognitive functions in 
people with neurological disorders. However, it is impor-
tant for the training to be tailored to the individual needs 
of the patient and performed under the supervision of a 
qualified professional. The following is a categorization of 
publications according to the most commonly used ICT 
tools in neurorehabilitation.

Virtual reality
Virtual reality (VR) interventions are increasingly used 
in individuals with brain injuries. This publication [9] 
focuses on the efficacy of cognitive rehabilitation in 
patients with Parkinson’s disease. It provides a critical 
overview of cognitive rehabilitation research with an 
emphasis on the effects on patients’ cognition and brain. 
The authors focus on different approaches to rehabilita-
tion, such as memory training, attention, and executive 
functions. They also address various rehabilitation meth-
ods, including traditional methods and new technologies 
such as virtual reality. The authors point out that cog-
nitive rehabilitation can be a useful tool for improving 
cognitive functions in patients with this disease, but the 
effectiveness of rehabilitation depends on several factors, 
such as the degree of disease progression and individual 
patient characteristics. Work [10] details leading-edge 
applications of virtual reality across a broad spectrum 
of psychological and neurocognitive conditions. Tracks 
the contributions of VR devices, systems, and meth-
ods to accurate assessment, evidence-based and client-
centered treatment methods. The objective of this study 
[11] was to determine the effects of VR on overall cog-
nitive functioning in individuals with neurocognitive 
disorders. Authors conducted a systematic review of the 
published literature on immersive and nonimmersive 
VR technologies targeting cognition in minor and major 
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neurocognitive disorders. A total of 564 individuals with 
neurocognitive disorders were included in the review.

Apps for smartphones and tablets
The publication [12] provides important information 
on the use of computer-based cognitive function train-
ing in advanced age and demonstrates the potential of 
this method for improving the quality of life of older 
people. The publication [13] deals with the use of brain-
computer interfaces (BCI) in neurorehabilitation after a 
stroke. BCI is a technology that allows for direct com-
munication between the brain and the computer using 
EEG. The authors focus on the possibilities of using BCI 
in neurorehabilitation of patients after a stroke. They dis-
cuss various applications of BCI, such as training cogni-
tive functions, motor rehabilitation, communication, and 
improving the quality of life. They also address the ben-
efits and challenges of using BCI in neurorehabilitation, 
such as technical problems, uncertain clinical outcomes, 
and ethical issues. This article [14] discusses some of the 
many opportunities and challenges of implementing con-
figured built-in sensors on mobile devices to enhance 
assessments and monitoring of neurocognitive functions 
as well as disease progression across neurodegenerative 
and acquired neurological conditions. Built-in sensor 
information on mobile devices is found to provide infor-
mation that can enhance neurocognitive assessment and 
monitoring across all functional categories. Configura-
tions of positional sensors (e.g. accelerometer, gyroscope, 
and GPS), media sensors (e.g. microphone and camera), 
inherent sensors (e.g., device timer), and participatory 
user-device interactions (e.g. screen interactions, meta-
data input, app usage, and device lock and unlock) are all 
helpful for assessing these functions for the purposes of 
training, monitoring, diagnosis, or rehabilitation.

Senzors and robots
The publication [15] focuses on the perspectives of using 
robotics in neurorehabilitation and shows that this field 
has the potential to bring significant innovation and 
improve rehabilitation outcomes in patients with neuro-
logical disorders. The authors focus on the use of robot-
ics in neurorehabilitation and discuss how robots could 
contribute to improving rehabilitation effectiveness. 
They pay particular attention to the development of new 
robotic technologies that allow for personalized and 
effective rehabilitation. This systematic review [16] pre-
sents the state of the art of wearables used by Parkinson’s 
disease patients or the patients who are going through a 
neurocognitive disorder. The research findings proved 
that sensor based wearable devices, and specially instru-
mented insoles, help not only in monitoring and diag-
nosis but also in tracking numerous exercises and their 

positive impact towards the improvement of quality of 
life among these patients.

Games and SW tools
The publication [17] focuses on improving cognitive 
rehabilitation after traumatic brain injury through per-
sonalized telerehabilitation services. The authors devel-
oped the Guttmann personal trainer software tool, which 
consists of two main parts: software applications and a 
special device for monitoring and providing feedback on 
patient performance. The software application contains 
a range of games and exercises designed to strengthen 
cognitive functions such as attention, memory, reac-
tion times, and information processing speed. Exercises 
are personalized based on the specific needs and cogni-
tive abilities of the patient. The monitoring and feedback 
device consist of a touch tablet and special sensors that 
measure reaction times and other performance param-
eters of the patient. These data are used to provide feed-
back to the patient and their healthcare provider to adjust 
the rehabilitation program accordingly. The publication 
[18] deals with the use of mobile games for assessing the 
level of cognitive impairment in patients. The authors 
present that game performance in mobile games can 
provide a sufficiently reliable and accurate method for 
assessing the level of cognitive impairment. The paper 
presents the results of an experiment in which a new 
method for assessing cognitive functions in patients with 
neurological diseases was tested. Special mobile games 
were used, which were designed for easy and enjoyable 
interaction with patients and at the same time served to 
obtain data for evaluating their cognitive functions. The 
proposed game called “Match: Remembering Cards” 
tests the memory and attention of the patient and also 
allows for remote diagnosis of the patient’s condition. 
The proposed game called “Find the Route” tests the 
spatial thinking and navigation abilities of the patient. 
This game uses a virtual environment, and the patient 
must find the way between different points in space. The 
proposed game called “Catch the Apples” tests reaction 
speed and movement coordination. The game includes 
different levels of difficulty to be used for different lev-
els of cognitive performance of the patient. All of these 
games were designed to provide a fun and interactive way 
to evaluate the cognitive functions of patients, especially 
those with Alzheimer’s disease, and to enable remote 
diagnosis and monitoring of their condition. In the pub-
lication [19], the authors deal with the design and devel-
opment of an online cognitive training system that aims 
to provide training in cognitive abilities such as memory, 
attention, and reaction speed. The system consists of a 
series of games that are adapted to the cognitive perfor-
mance level of individual users. The games are designed 
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to be fun, motivating, and challenging to stimulate the 
brain and improve cognitive function. Each game has a 
certain level of difficulty that gradually increases as the 
user improves their skills. The system also includes an 
adaptive training function, which allows the system to 
adapt games based on the user’s performance and abili-
ties. The system also provides users with feedback on 
their performance, allowing them to track their progress 
and motivating them to regular training. The entire sys-
tem is online and is available through a web browser or 
mobile application. Users can train their cognitive abili-
ties anytime and anywhere, allowing for easy integra-
tion into their daily lives. This article [20] addresses the 
development of a transferable deep learning model for 
predicting stroke patients’ recovery in various rehabili-
tation training scenarios. The authors utilize deep learn-
ing methods to create a model capable of forecasting the 
likelihood of patients’ recovery based on specific training 
regimens. The proposed model demonstrates the ability 
to transfer its predictive capabilities to different types of 
rehabilitation programs. The publication [21] deals with 
the creation of a framework for AI-driven neuroreha-
bilitation training. The author focuses in particular on 
how to effectively evaluate a patient’s abilities and adapt 
neurorehabilitation to their needs and abilities. This diag-
nosis is performed using machine learning methods and 
algorithms for data analysis. This framework could be 
used in the future to develop new technologies and appli-
cations in the field of neurorehabilitation.

Summary
A systematic review of current technologies in neurore-
habilitation after traumatic brain injury is provided, for 
example, in the publication [22]. It is evident that fur-
ther research is needed to better understand not only the 
effectiveness of these tools but also the optimal ways to 
use them for different types of neurological disorders.

It is clear from the above-mentioned survey that pub-
lished works in the area of neurorehabilitation using 
ICT techniques (especially artificial intelligence meth-
ods) are not quite common, which means that this arti-
cle will be a quality benefit for future research in this 
interdisciplinary area.

Four partner entities, specifically the University of 
Ostrava, Technical University of Ostrava, Ambulance 
Clinical Psychology, and University Hospital of Ostrava, 
are collaborating on the development of a unique neu-
rorehabilitation system (called Eddie) for patients with 
brain damage in the early stages of treatment. The pro-
posed system consists of a hardware interface that inter-
acts with an information system that collects patient 
data and allows for adaptive adjustment of the entire 
neurorehabilitation process through uniquely designed 

algorithms. The authors have chosen two approaches 
from the field of artificial intelligence: expert systems and 
artificial neural networks. In this article, we present both 
approaches and experimentally compare their outputs. 
Finally, we evaluate their benefits for clinical practice. 
According to the previous overview, it is not possible to 
find a corresponding comparable solution for conver-
sions between different diagnostic methods utilizing AI 
in a similar manner as presented in this article.

Used ACE‑R and CHC
ACE-R (Addenbrooke’s Cognitive Examination-
Revised) is a clinical test used to assess cognitive func-
tion in patients with suspected memory and cognitive 
impairment [23]. Since its publication in 2000, ACE-R 
has become a widely recognized tool for assessing cog-
nitive function. The test consists of five sections that 
assess different aspects of cognitive function, includ-
ing attention and orientation, memory, verbal fluency, 
language abilities, and visuospatial function. Each sec-
tion has different subtasks and tests that assess different 
aspects of cognitive function. ACE-R provides scores for 
each section and an overall score reflecting the patient’s 
overall cognitive performance. ACE-R is a well-vali-
dated and reliable tool for assessing cognitive function, 
and it is sensitive to detecting cognitive decline associ-
ated with neurodegenerative diseases. ACE-R is one of 
the tools for clinical assessment of patients with sus-
pected cognitive impairment due to its speed, simplic-
ity, and ease of interpreting results.

The Cattell-Horn-Carroll theory (C-H-C) is one of the 
most significant and complex models of intelligence [24]. 
This theory divides cognitive abilities into hierarchical 
layers based on their generality. The first, lowest layer 
consists of approximately seventy narrow abilities, such 
as writing and reading speed, verbal fluency, associative 
memory, articulation speed, and more. These narrow 
abilities are grouped into more general abilities in the 
second layer, such as crystallized intelligence (GC), fluid 
intelligence (GF), quantitative reasoning (GQ), reading 
and writing ability (GRW), short-term memory (GSM), 
long-term storage (GLR) and retrieval, visual processing 
(GV), auditory processing (GA), processing speed (GS), 
and decision/reaction time/speed (GT). At the highest 
level of the hierarchy is the general intelligence factor, 
or g factor, which represents an individual’s overall level 
of cognitive abilities or intellectual potential. The CHC 
theory provides a detailed framework for measuring and 
assessing intelligence and cognitive abilities, but it is a 
complex model that is often abstract and may be difficult 
to apply to specific situations.

ACE-R and C-H-C are both models that measure cog-
nitive abilities. While the ACE-R test provides results for 
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five cognitive domains and focuses on cognitive functions 
associated with dementia and neurological disorders, the 
C-H-C theory provides a hierarchical model of cogni-
tive abilities that includes multiple layers. While there 
is some degree of overlap between ACE-R and C-H-C 
theory, there is no methodology for precisely calculat-
ing the results of one test on the results of the other test. 
The authors of this article proposed such a methodology. 
The proposed transfer of the CHC domains according to 
individual outputs of the ACE-R test is shown in Table 1. 
Outputs from the ACE-R test for each of the five cogni-
tive domains are analysed and translated into CHC abili-
ties. This is described in detail in [3].

Backpropagation neural network
An artificial neural network is a mathematical approxi-
mation of a biological neural network. Its goal is to mimic 
the function of biological neural networks. Artificial 
neural networks represent a different approach to prob-
lem-solving than conventional computing techniques. A 
neural network consists of interconnected units, or neu-
rons. The outputs of neurons are fed into the inputs of 
other neurons. Each neuron transforms its inputs into an 
output. During the transformation, the neuron can utilize 
its local memory. Although individual neurons can only 
perform very simple computations, their strength lies in 
their collaboration.

The backpropagation neural network is a feed-forward 
network with one or two hidden layers of neurons. This 
feed-forward model is called a multilayer perceptron 
(MLP). In MLP architecture, all neurons from the input 
layer are connected to all neurons from the first hidden 
layer. This interconnection pattern remains throughout 
all layers. The last layer is the output layer, which rep-
resents the output from the neural network. Forward 
propagation in MLP is the following: First, the value of 
the input neurons is set to the value of the input pattern. 
Then the states of neurons in hidden layers are computed 
sequentially. Finally, the output of the network is com-
puted, which is obtained from the output neurons.

In machine learning, backpropagation is a widely used 
algorithm for training feed-forward neural networks, in 
which the error propagates from the output back to the 

input layer during the network adaptation. In order to 
find the weights (w) and biases (b) to the desired out-
puts, the training process is performed on the training 
data. The training data is passed to the input of the MLP. 
The actual output is compared with the desired output. 
Based on the output comparison, the backpropagation 
algorithm then adjusts the network parameters to bet-
ter match the desired output. The improvement can be 
quantified using loss function (1):

where 𝑤 denotes all weights in the MLP, 𝑏 denotes all 
biases, 𝑛 is the total number of patterns in the training 
set, 𝑎 is a vector denoting all outputs of the network, 𝑥 
denotes the input data. The output 𝑎 depends on the tri-
ple (𝑥, 𝑤, 𝑏). 𝑦(𝑥) corresponds to the correct output for 
a specific input 𝑥. 𝐿 is quadratic loss function, which 
is represented by mean squared error (MSE). The loss 
𝐿(𝑤, 𝑏) decreases. 𝐿(𝑤, 𝑏) ≈ 0 when 𝑦(𝑥) approaches the 
desired value 𝑎, for all the trained data 𝑥, which is the 
desired training result. The goal of the backpropagation 
algorithm is to calculate the partial derivatives ∂L

∂w and ∂L
∂b

 
loss function 𝐿 with respect to weights 𝑤 and biases 𝑏. 
The algorithm presents how much a change in weights or 
biases in the neural network will change the output of the 
loss function. The backpropagation method is described 
in detail, e.g. [25].

Proposed artificial intelligence models
Experimental background
To facilitate the rehabilitation process, the authors of this 
paper designed and implemented a set of training games 
for each domain of the CHC model that practice the cog-
nitive skill. Each domain contains six levels of designed 
games. The patient progresses from the simplest level 
(level 1) of the game to the most complex (level 6). Exam-
ple of training game of long-term memory is shown in 
Fig.  1 [26]. The objective is to select correct colourful 
squares and place them on the right place of the raster.

The results of the ACE-R helped identify the spe-
cific CHC domains that needed to be addressed and the 

(1)L(w, b) =
1

2n x�y(x)− a�2

Table 1 Transfer of the CHC domains according to the ACE-R factor analysis

Transfer ACE‑R to C‑H‑C GC GF GRW GQ GSM GLR GV GS GA

Attention & Orientation 28% 28% 28% 16%

Memory 15% 39% 46%

Fluency 25% 25% 50%

Language 61% 8% 31%

Visuospatial 12% 12% 13% 63%
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ap-propriate level of game to begin rehabilitation in each 
domain for each patient. The process of assigning appro-
priate levels of recommended training games to individ-
ual patients is very laborious, so the authors of this paper 
automated it using artificial intelligence tools.

In the following, we detail the use of artificial intel-
ligence tools to initially assign patients to each level of 
the recommended training games. We describe in detail 
the proposed models, where a fuzzy expert system and a 
neural network form the core.

Proposed fuzzy expert model
We have developed an intelligent system for recommend-
ing rehabilitation procedures for patients, which operates 
on a foundation of IF-THEN linguistic rules. It is directly 
implemented in IS Eddie. This system is primarily imple-
mented through LFLC2000, a tool for fuzzy logic rule 
bases developed at the Institute for Research and Appli-
cations of Fuzzy Modeling, University of Ostrava [27].

Fuzzy logic’s strength lies in its capacity to model por-
tions of natural language semantics, making it versatile 
across various fields such as industry, automation, and 
expert systems. It utilizes evaluative language expressions 
and conditional statements embedded with these expres-
sions. Examples of evaluative expressions include “very 
small”, “more or less medium”, and “roughly large”.

In fuzzy logic, conditional statements containing these 
evaluative expressions are called fuzzy IF-THEN rules. 
An example of such a rule is [28]:

Such a rule can be schematically written as.

IF obstacle is near AND car speed is big THEN break very much

In our research, we employ rule bases that include 
antecedent variables derived from five patient test areas. 
The consequent variable signifies a normalized perfor-
mance value of a patient across nine standard catego-
ries like GC, GF, etc. Each category value helps establish 
the most appropriate rehabilitation game profile for the 
patient.

These linguistic descriptions are then used in an 
approximate reasoning framework. The observations (X1 
is A1 AND … AND Xn is An) generally involve modifica-
tions of the antecedent Ai of the rules. These rules, con-
sisting of natural language evaluative expressions, form 
the foundation for the theory of evaluative linguistic 
expressions.

We also employ a unique reasoning method and a tech-
nique for learning linguistic descriptions from data [29]. 
Perception-based logical deduction is used as the core 
inference mechanism, and the Defuzzification of Evalu-
ative Expressions (DEE) method [27] for defuzzification.

Evaluative linguistic expressions used within fuzzy IF-
THEN rules follow this structure: [(sign)](linguistic mod-
ifier)(basic expression). Basic expressions include “small”, 
“medium”, and “big”, while linguistic modifiers range from 
“extremely” to “very very roughly”.

When a rule is learned from a single observation, the 
best fitting linguistic term for a specific value is sought. 
For example, within the GC category and from data 
observations, particular rules are obtained. These raw 
learned rules are subsequently filtered to remove redun-
dancies and inconsistencies. Any duplicate rules are 

IF X1 is A1 . . . AND Xn is An THEN Y is B

Fig. 1 Levels of a long-term memory game
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automatically excluded during the linguistic learning 
process.

We used the default settings of evaluative expressions, 
which permit a limited use of modifiers with atomic 
expressions. While it’s possible to alter the parameters of 
modifiers, we opted to stick with the default settings in 

our work, as detailed in the article concerning the pro-
posed expert system [3] Fig. 2.

Proposed neural networks model
We have chosen a multilayer neural network with topol-
ogy of 5-7-9 (Fig. 3). This means that there are 5 neurons 

Fig. 2 a LFLC GUI interface of GC learned rulebase with particular rules (5 input and output GC score). b LFLC GUI interface of GC learned rulebase 
testing environment (fired rule and variable projection)

Fig. 3 The used neural network topology 5-7-9. There are 5 neurons in the input layer, where each represents a value of the ACE-R test result. There 
are 9 neurons in the output layer, where each neuron represents a specific area of the CHC model of intelligence: crystallized intelligence (GC), fluid 
intelligence (GF), reading and writing ability (GRW), quantitative reasoning (GQ), short-term memory (GSM), long-term storage (GLR) and retrieval, 
visual processing (GV), processing speed (GS), and auditory processing (GA)



Page 8 of 14Kotyrba et al. BMC Medical Informatics and Decision Making          (2023) 23:221 

in the input layer, where each represents a value of the 
ACE-R test result that has been normalized to an inter-
val 〈0,1〉. In the output layer, we have 9 neurons, 
where each neuron represents a specific area of the CHC 
model of intelligence. Each value is divided into 6 seg-
ments (according to the levels of the game) and all values 
are normalized to the interval 〈0,1〉. The input values 
were adapted to the needs of adaptation using the back-
propagation method with a sigmoid activation function. 
To estimate the number of neurons in the hidden layer, 
we used [30] Nh =

√
Ni · No , i.e. the number of hidden 

neurons Nh should be between the size of the input layer 
(Ni – number of input neurons) and the size of the output 
layer (No – number of output neurons).

The training data consisted of a sample of 1000 uni-
formly machine-generated input vectors representing the 
outputs of the ACE-R test. According to the proposed 
expert calculation (Table 1), we determined the values of 
the output vectors for each input. The testing data com-
prised 703 real patient data.

As an activation function, the standard (logistic) sig-
moid with a steepness parameter α = 1 was used. The 
learning rate α was adjusted during adaptation as follows: 
α = 1 for cycles 1-1000, α = 0.5 for cycles 1001–2000, and 
α = 0.1 for cycles greater than 2000. These values of the 
learning rate α were set based on experimental studies. 
After every 1000 cycles, the program paused adapta-
tion and reduced the learning rate α to a smaller value, 
resulting in smoother weight updates. As a result, the 
algorithm initially finds the solution region “roughly,“ and 
then adaptation becomes more precise, and weight values 
change more gradually. The termination condition for the 
adaptation algorithm was a specified threshold value for 
the network’s total error E ≤ 0.07, which is nearly perfect 
learning of the entire training set.

The neural network is directly implemented in IS Eddie, 
so it is not necessary to use third-party software for its 
evaluation, unlike the proposed fuzzy expert model, 
where it is necessary to run LFLC. Data evaluation using 
the neural network is always performed for one patient at 
a time, enabling very fast calculations. Due to the speed 
of the neural network evaluation, there is no need to 
store the controlled data in the database, and the evalu-
ation can take place before each patient rehabilitation 

selection page is opened without any impact on perfor-
mance and page loading speed.

Experiments and algorithms comparison
The cognitive rehabilitation took place at the workplace 
of the University Hospital of Ostrava. The test group 
included 703 patients, 351 of whom were men and 352 
women. The age range of patients was 19–97 years. Con-
cerning their education, the distribution is the following: 
126 patients have primary school, 182 have vocational 
certificate, 254 have secondary school, and 141 patients 
have university degree. The both proposed artificial intel-
ligence models was adapted on real data, which we com-
pared against psychologists’ expert knowledge for game 
level recommendation. We compared the recommended 
levels of neurorehabilitation games by expert knowledge 
(psychologists) vs. neural network level prediction vs. 
fuzzy expert system prediction. The recommendation is 
based on 5 measured ACE-R scores.

Performance comparison of FES and NN
The neural network model performed according to 
expert knowledge for every CHC category except for 
GSM as shown in Table 2 (level 0 means matching psy-
chologists’ recommended level), where is also higher 
rate of incorrect prediction for level above psychologists’ 
prediction. Table 2 shows very good results for CHC fac-
tors GC, GF, GQ, GS and GA (above 90% cases matching 
psychologists’ prediction). Tables 2 and 3 represent level 
differences:

Level error < = 0 – cases where the difference 
between NN predicted game level is same or lower 
level than expert’s knowledge evaluation.
Level error > 0 – cases where the difference between 
NN predicted game level is higher level than expert’s 
knowledge evaluation (the worse situation since the 
patient may start at too complex level).

The Fuzzy Expert System model performed according 
to expert knowledge for every CHC category except for 
GSM and GLR as shown in Table 3, where is also higher 
rate of incorrect prediction for level above psychologists’ 
prediction. Table  3 shows very good results for CHC 

Table 2 Levels comparison difference ratio. Comparison Expert Knowledge (psychologists) vs. Neural NLtwork Levels prediction (NN)

NN ‑ experts GC GF GRW GQ GSM GLR GW GS GA

Level error < = 0 694 689 686 689 596 658 676 703 693

Level error > 0 9 14 17 14 107 45 27 0 10

Total observations 703 703 703 703 703 703 703 703 703

Level error > 0 1.28% 1.99% 2.42% 1.99% 15.22% 6.40% 3.84% 0.00% 1.42%
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factors GC, GRW, and GA (above 90% cases matching 
psychologists’ prediction).

For proper rehabilitation process it is more important 
not to predict higher levels without appropriate scores. It 
means our main result was to predict with zero differences 
or negative differences. The performed experiments give 
similar results also according to this criterion (difference 
0 or below). Tables 2 and 3 provide relevant explanation 
considering only levels difference below and including 0 
(important for correct neurorehabilitation process) and 
levels difference above 0 (incorrectly assigned too high 
level). If the patient is assigned level above his real CHC 
factor performance, it can slow down curing process (in 
this case he can start at level beyond his capabilities).

Evaluation of neural network outputs in detail
Statistical validation for recommendation levels results 
shown the only statistically significant difference between 
NN and psychologists’ recommendation for GSM based 
on ANOVA and Kruskal-Wallis (K-W) test. We have per-
formed analysis of game level recommendation for every 
particular CHC factor against psychologists’ recom-
mended values.

Table 4 demonstrates that for all CHC factors the dif-
ference is not statistically significant except for GSM, 
where K-W test allowed us to reject the zero hypothesis 
on 5% level (even the results is borderline and standard 

ANOVA allows to accept zero hypothesis). It corresponds 
with previous table data, since prediction for GSM had 
several times higher rate of false prediction than for aver-
age of CHC factors. If we compare the results of NN 
recommendation difference of predicted performance 
of subject in particular factor of CHC, we also observe 
statistical differences between CHC factors (difference of 
0–1 result of psychologists’ calculation and NN predic-
tion of performance 0–1 in CHC factor). Again, we can 
see anomalous behaviour for GSM factor. Obviously both 
ANOVA (Table 5) and K-W test enables us to reject zero 
hypothesis about same results for all CHC factors (Fig. 4).

Bonferroni comparison test (Table  6) showed mainly 
GSM factor results differences against all other factors of 
CHC and also differences between GC against all other 
and GRW against all other factors.

Analysis of the experimental part
If we compare results of FES in Table 3 with results of 
NN for game levels prediction (Table 2), we can observe 
overall better results for NN, with some exceptions – 
GRW and GSM (Fig. 5). But even better FES result for 
GSM is of still similarly high failure rate. It should also 
be noted that for GS factor NN provides 100% results 
and FES worst result for all CHCs (only about 84% suc-
cess rate).

Table 3 Levels comparison difference ratio. Comparison Expert Knowledge (psychologists) vs. Fuzzy Expert System Levels prediction 
(FES)

FES ‑ experts GC GF GRW GQ GSM GLR GW GS GA

Level error < = 0 689 676 697 674 622 621 674 603 694

Level error > 0 14 27 6 29 81 82 29 100 9

Total observations 703 703 703 703 703 703 703 703 703

Level error > 0 1.99% 3.84% 0.85% 4.13% 11.52% 11.66% 4.13% 14.22% 1.28%

Table 4 Statistical significance of difference between expert knowledge (psychologists’) and neural network levels prediction

Levels GC GF GRW GQ GSM GLR GW GS GA

Expert mean 5.14082 5.17212 5.36273 5.16643 4.20910 3.84921 5.06116 3.66856 5.60455

NN mean 5.03556 5.16358 5.29587 5.16500 4.35988 3.85490 5.06543 3.62019 5.60597

Difference 0.10526 0.00853 0.06685 0.00142 -0.15078 -0.00569 -0.00427 0.04836 -0.00142

P-value 
(ANOVA)

0.06262 0.88297 0.21427 0.98041 0.04458 0.94340 0.95064 0.59210 0.97476

P-value 
(K-W)

0.06131 0.77292 0.44191 0.88069 0.05748 0.92845 0.56774 0.55772 0.82942

Stat.signif. 
5% (ANOVA)

No No No No Yes No No No No

Stat.signif. 
5% (K-W)

No No No No No No No No No

ACCEPT ACCEPT ACCEPT ACCEPT REJECT ACCEPT ACCEPT ACCEPT ACCEPT
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Table 7 shows statistical results for FES in similar way 
like for NN. Note that for neurorehabilitation process, 
the level error > 0 parameter is more important for the 
recommendation of particular case, than overall statisti-
cal significance. We present these data analysis results to 
stress differences between FES and NN methods. Statisti-
cally significant differences for NN model against experts’ 
knowledge (not considering only positive error level) are 
only for GSM CHC type. On the other hand, FES pro-
duced statistically significant differences for GC, GF, 
GRW, GQ, GW and GA. We can observe statistical better 
performance of FES only for GSM type in contrast to NN.

Table 8 shows better results of NN model in more CHC 
types not only in terms of statistical significance of pure 

differences of levels, but also in most of CHC types. If both 
the parameters are taken into account, NN model has sig-
nificant disadvantage only in GSM type. We consider that 
the significant increase in the error rate in GSM could be 
caused by an inaccurately designed expert coefficient for 
the transfer of the CHC domains according to individual 
outputs of the ACE-R test (see Table 1) or an error in the 
process of diagnosing a real patient in a given domain. In 
any case, it is an interesting and important finding that 
our proposed transfer model identified a potential inaccu-
racy or incorrectness in the real patient diagnosis process. 
Refinement of the proposed conversion model will be the 
subject of our future work. Table  9 provides also differ-
ences in level evaluation between FES and NN.

Fig. 4 Evaluation of individual CHC modules by NN showing differences of NN and expert’s evaluation in Box-plot

Table 5 ANOVA results for difference of CHC factors

*< 0.0000001

Expected Mean Squares Section

 Source Term Denominator Expected

 Term DF Fixed? Term Mean Square

 A: type 8 Yes S(A) S + sA

 S(A) 6318 No S(A)

Expected Mean Squares are for the balanced cell-frequency case.

 Analysis of Variance Table

  Term DF Sum of Squares Mean Square F-Ratio Prob Level Power
(α = 0.05)

  A: type 8 0.607587 7.59E-02 115.12 0.000000* 1

  S(A) 6318 4.16824 6.60E-04

Total (Adjusted) 6326 4.775826

 Total 6327
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Conclusion and future work
This article presents a proposed intelligent neurorehabilita-
tion system called Eddie, which contributes to the systema-
tization and increased effectiveness of care for patients with 
acquired brain injury from acute treatment phases through 
the first six months. The core of this system is formed by 
artificial intelligence algorithms: fuzzy expert systems and 
artificial neural networks. The neurorehabilitation system 
Eddie is the output of a research project financially sup-
ported by the Technology Agency of the Czech Republic 
(TAČR). The entire proposed neurorehabilitation system is 
available at the following link: (https:// eddie. osu. cz).

In the process of diagnosis and rehabilitation, it is 
extremely important to initiate targeted patient treatment 
as soon as possible and in the best possible way. Avail-
able certified diagnostic methods are often impossible to 
deploy in acute conditions for a variety of reasons. It is 
therefore of great benefit to be able to use one diagnostic 
technique with subsequent validated conversion to other 
diagnostic systems. For this conversion we can utilize 

Table 6 Bonferroni (All-Pairwise) Multiple Comparison test 
results for difference of CHC factors

Bonferroni (All‑Pairwise) Multiple Comparison Test

Response: All

Term A: type

Alpha = 0.050 Error Term = S(A) DF = 6318 MSE = 6.597404E-04 Critical 
Value = 3.1970

Different From

Group Count Mean Groups

GC 703 -2.030576E-02 GRW, GA, GLR, GV, GF, GQ, GS, 
GSM

GRW 703 -0.0131983 GC, GA, GLR, GV, GF, GQ, GS, GSM

GA 703 -4.191941E-03 GC, GRW, GSM

GLR 703 -3.579397E-03 GC, GRW, GSM

GV 703 -2.59945E-03 GC, GRW, GSM

GF 703 -1.274888E-03 GC, GRW, GSM

GQ 703 -1.272578E-03 GC, GRW, GSM

GS 703 -1.905147E-04 GC, GRW, GSM

GSM 703 1.810134E-02 GC, GRW, GA, GLR, GV, GF, GQ, GS

Table 7 Statistical significance of difference between expert knowledge (psychologists’) and fuzzy expert systems levels prediction

Levels GC GF GRW GQ GSM GLR GW GS GA

Expert mean 5.1408 5.1721 5.3627 5.1664 4.2091 3.8492 5.0612 3.6686 5.6046

FES mean 4.9218 5.0071 5.1522 5.0057 4.0996 3.8606 4.8606 3.6700 5.3954

Difference 0.2191 0.1650 0.2105 0.1607 0.1095 -0.0114 0.2006 -0.0014 0.2091

P-value (ANOVA) 0.0002 0.0055 0.0001 0.0069 0.1332 0.8829 0.0031 0.9873 0.0000

P-value (K-W) 0.0005 0.0044 0.0002 0.0062 0.0575 0.9961 0.0002 0.7626 0.0000

Stat.signif. 5% (ANOVA) Yes Yes Yes Yes No No Yes No Yes

Stat.signif. 5% (K-W) Yes Yes Yes Yes No No Yes No Yes

REJECT REJECT REJECT REJECT ACCEPT ACCEPT REJECT ACCEPT REJECT

Fig. 5 Performance comparison of ES and NN

https://eddie.osu.cz
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expert-defined conversion relations. However, we are no 
longer able to verify the quality and relevance of these 
relations. Therefore, it is advisable to subject the expert-
defined conversion relations to an external validation tool, 
which in our case, is represented by the neural network 
we have defined. Since neural networks are capable of 
generalization, we use this capability to detect and quan-
tify any imperfections and inaccuracies that the expert 
may commit when designing the transfer relations.

In the article [3], we describe in detail the use of fuzzy 
expert systems for initial patient classification into rec-
ommended training game levels. This article builds upon 
that work and aims to describe and experimentally verify 
the proposed Eddie neurorehabilitation system, whose 
core is artificial neural networks. Both proposed mod-
els were tested on the same dataset containing 703 sam-
ples, and their experimental outputs were compared and 
statistically evaluated with respect to the conclusions of 
experts that were available. From the graphs and tables 
presented in Chap.  6, it is evident that the smart neu-
rorehabilitation system using artificial neural networks 
achieved significantly better results than the neurore-
habilitation system whose core is a fuzzy expert system. 
The outputs of the proposed neurorehabilitation system 
thus allow for the automatic creation of a personalized 

and optimized neurorehabilitation plan for individual 
patients. For each patient, the results of ACE-R helped 
identify specific CHC domains that need to be rehabili-
tated, as well as the initial game level for rehabilitation in 
each domain.

Interestingly and importantly, our proposed conver-
sion model (Table 1) identified a potential inaccuracy or 
incorrectness in the process of diagnosing real patients. 
Refinement of the proposed inter-model conversion will 
be the subject of our future work. According to related 
works (Chap. 2), it is not possible to find a correspond-
ing comparable solution for conversions between differ-
ent diagnostic methods utilizing AI in a similar manner 
as presented in this article.

In particular, our next work will primarily focus on 
confirming and improving an apparatus of patient diag-
nosis in cooperation of individual experts in the field 
with a classification model based on methods not only 
from neural networks but prospectively from other AI 
domains or statistical models.

In future work, the authors of this article also will focus 
on deploying the proposed smart neurorehabilitation 
system Eddie into full operation at the neurological clinic 
in University Hospital Ostrava and evaluating its effec-
tiveness on obtained patient data.

Table 8 Advantages and disadvantages of FES and NN response according to CHC type (pure statistical analysis and level error 
analysis)

CHC type FES difference overall NN difference overall Level error > 0 adv.

GC REJECT ACCEPT NN+

GF REJECT ACCEPT NN+

GRW REJECT ACCEPT ES+

GQ REJECT ACCEPT NN+

GSM ACCEPT REJECT (K-W) ES+

GLR ACCEPT ACCEPT NN+

GW REJECT ACCEPT similar

GS ACCEPT ACCEPT NN++ (no error)

GA REJECT ACCEPT similar

Table 9 Statistical significance of difference between fuzzy expert systems and neural network levels prediction

Levels GC GF GRW GQ GSM GLR GW GS GA

FES mean 4.9218 5.0071 5.1522 5.0057 4.0996 3.8606 4.8606 3.6700 5.3954

NN mean 5.0356 5.1636 5.2959 5.1650 4.3599 3.8549 5.0654 3.6202 5.6060

Difference -0.1138 -0.1565 -0.1437 -0.1593 -0.2603 0.0057 -0.2048 0.0498 -0.2105

P-value (ANOVA) 0.0525 0.0082 0.0112 0.0071 0.0003 0.9418 0.0029 0.5764 0.0000

P-value (K-W) 0.0979 0.0099 0.0045 0.0093 0.0002 0.9434 0.0000 0.7498 0.0000

Stat.signif. 5% (ANOVA) No Yes Yes Yes Yes No Yes No Yes

Stat.signif. 5% (K-W) No Yes Yes Yes Yes No Yes No Yes

ACCEPT REJECT REJECT REJECT REJECT ACCEPT REJECT ACCEPT REJECT
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