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Abstract

Background: Clinical diagnosis based on machine learning usually uses case samples as training samples, and uses
machine learning to construct disease prediction models characterized by descriptive texts of clinical manifestations.
However, the problem of sample imbalance often exists in the medical field, which leads to a decrease in classifica-
tion performance of the machine learning.

Methods: To solve the problem of sample imbalance in medical dataset, we propose a hybrid sampling algorithm
combining synthetic minority over-sampling technique (SMOTE) and edited nearest neighbor (ENN). Firstly, the
SMOTE is used to over-sampling missed abortion and diabetes datasets, so that the number of samples of the two
classes is balanced. Then, ENN is used to under-sampling the over-sampled dataset to delete the "noisy sample" in the
majority. Finally, Random forest is used to model and predict the sampled missed abortion and diabetes datasets to
achieve an accurate clinical diagnosis.

Results: Experimental results show that Random forest has the best classification performance on missed abortion
and diabetes datasets after SMOTE-ENN sampled, and the MCC index is 95.6% and 90.0%, respectively. In addition, the
results of pairwise comparison and multiple comparisons show that the SMOTE-ENN is significantly better than other
sampling algorithms.

Conclusion: Random forest has significantly improved all indexes on the missed abortion dataset after SMOTE-ENN
sampled.

Keywords: Imbalanced medical data, Data sampling, Decision tree, Ensemble algorithm

Introduction

The extensive application of information technology in
the medical field provides support for clinical diagnosis
[1, 2]. In the process of clinical diagnosis [3, 4], the clini-
cal decision support system (CDSS) analyzes and predicts
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patients’ conditions according to their current disease
information and the system knowledge base, so as to pro-
vide support information for diagnosis and treatment.
CDSS can help doctors deal with various medical prob-
lems more efficiently and quickly with complex medical
knowledge in the decision making process, so as to find
more solutions for difficult and complicated diseases [5,
6].
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In recent years, machine learning has been rapidly
developed and widely used in clinical diagnosis [7, 8].
Clinical diagnosis based on machine learning [7] regards
the disease diagnosis process as a prediction problem
characterized by the clinical manifestations of the dis-
ease. According to the clinical manifestations of the dis-
ease, the feature space of the sample is established, and
the existing cases and diagnostic results are used as the
training set of the machine learning model, so that the
new cases can be predicted.

However, the problem to be solved in a clinical diag-
nosis based on machine learning is sample imbalance [9,
10]. A large number of patients with some common dis-
eases can produce a large case sample (majority sample).
For rare diseases, the number of patients is very small
and only a small case sample (minority sample) is pro-
duced [11, 12]. When trained on the imbalanced data-
set, machine learning models tend to predict the samples
into the majority [13, 14]. Although high precision can
be achieved, the sensitivity of the model is extremely low,
so the model cannot correctly classify minority samples
[15, 16].

At present, methods to solve the sample imbalance
problem can be divided into algorithm level [17, 18] and
data level [19, 20]. The algorithm level method mainly
combines the characteristics of imbalanced samples to
improve the algorithm appropriately to improve the sen-
sitivity of minority. Ensemble learning [17] is a common
machine learning algorithm, which outputs the results
of multiple weak classifiers according to certain rules
through combination training of multiple weak clas-
sifiers. SMOTE [19] is a common algorithm in the data
level, which improves the sensitivity of minority by syn-
thesizing minority samples. However, whichever method
has some disadvantages, such as the ensemble algorithm
does not take into account the sample distribution [21],
and SMOTE is easy to synthesize “noisy sample” and
“boundary sample” [22].

Based on the above description, we took the collected
missed abortion [23] and diabetes [24] datasets as the
research object and proposed a hybrid sampling algo-
rithm combining SMOTE and ENN to solve the sample
imbalanced problem in the clinical diagnosis. Firstly,
we combing SMOTE and ENN, and used ENN to delete
"noisy sample" in the majority after SMOTE synthe-
sized the minority sample. Then, due to the under-
standable requirements of machine learning model for
CDSS, we use the decision tree to model and predict
the missed abortion dataset. Finally, the decision tree
is biased to the majority in the imbalanced dataset,
and we use three ensemble algorithms to ensemble
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the decision tree to improve the classification perfor-
mance of the decision tree. The comparison experiment
is divided into 3 parts: Firstly, compared with other
sampling algorithms to verify the effectiveness of the
proposed algorithm. Then it compared with other
ensemble algorithms to achieve an accurate clinical
diagnosis. Finally, statistical experiments are carried to
verify whether the proposed algorithm is significantly
better than the existing sampling algorithms.

The rest of this work is organized as following. Sec-
tion 2 presents the medical datasets and the proposed
hybrid algorithm. Section 3 is the comparative experi-
ment and statistical experiment. Section 4 shows the dis-
cussion and analysis and Sect. 5 is conclusion.

Datasets and methods

Medical datasets

In this work, the missed abortion dataset collected from
2016 to 2020 is selected for research. The dataset contains
249 missed abortion samples and 112 normal samples,
and contains 7 features, Age, Ethnicity, Number of Births,
History of abortion, Cesarean section, Infection dur-
ing Pregnancy and Thyroid test results of the pregnant
women respectively. In addition, we also selected the
UCI medical dataset diabetes for research. The dataset
contains 500 diabetic samples and 268 normal samples,
and contains 8 features, Pregnancies, Glucose, Blood
Pressure, Skin Thickness, Insulin, Body mass index, Dia-
betes pedigree function and the Age respectively.

Ensemble algorithm

Ensemble algorithm [17, 25], as a research hotspot in the
machine learning, has been increasingly applied in clini-
cal diagnosis. Ensemble algorithm can combine multiple
weak classifiers with relatively low precision to train a
strong classifier with high precision. The ensemble algo-
rithm is generally divided into 2 stages, that is, weak clas-
sifier generation stage and weak classifier combination
stage.

In the weak classifier generation stage, different genera-
tion methods are used to generate multiple weak classifi-
ers. In the weak classifier combination stage, the multiple
weak classifiers are combined by voting and the final pre-
diction model is output. The ensemble algorithm can be
divided into Bagging [26], Adaboost [27] and Random
forest [28] according to different generation methods of
training set and combination methods. They are intro-
duced as following:
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Bagging uses bootstrap to sample from the original
training subset and obtains T training subsets with the
same number of samples. T training subsets are then
trained using the weak classifiers, and T weak classifiers
are generated. Finally, the trained T weak classifiers are
used to test the test subsets, and the prediction results
are output by voting.

T
Hpagging(x) = arg r;éa;cZI(ht(x) = y),y =1,2,---,L
t=1

(1)
where I() is an indicative function, that is, I(True) = 1,
I(False) = 0. hy(x) is the weak classifier, that is,
I(True) = 1, I(False) = 0. In the above method, the com-
bination order of weak classifiers T1, T, - - - , T; randomly
generates /1;(x).

Adaboost trains the weak classifier on the training
subsets in turn, and the training of the subsequent weak
classifier depends on the performance of the previous
weak classifier. The samples with errors will appear
in the training subsets of the new weak classifier with
a high probability. Finally, the trained T weak classifi-
ers are used to test the test subset, and the prediction
results are output by voting.

T
1
Hadapoost (x) = arg I’Jl]’l;l;(ZlVl(E)I(ht(x) = y),y =12,---,L
t=1

()
where I() is the indicative function, /;(x) is the weak
classifier, and B’ is the weight, which emphasizes the
adjustment of sample weight and the weighting coef-
ficient of weak classifier. Unlike Bagging, the Adaboost
algorithm focuses more on samples that are prone to
misclassification.
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On the basis of the Bagging algorithm, Random for-
est uses bootstrap to sample from the original training
set. Then, a number of features are selected during the
training process of T weak classifiers, and these fea-
tures are selected as the split points of the decision tree
by comparing which features have the greatest effect on
the prediction. Finally, trained T decision trees classi-
fiers are used to test the test subsets, and the prediction
results are output by voting.

T
Drandom forest (%) = arg r;lea;( Zl(dt x) = y),y =12,---,L
t=1

(3)
where I() is an indicative function, d;(x) is the decision
tree classifier. Similar to Bagging, Random forest uses
weak classifiers to train T training subsets and then gen-
erates T decision tree classifiers.

The proposed hybrid sampling algorithm

According to different sampling strategies, data sampling
algorithm can be divided into over-sampling and under-
sampling [29]. over-sampling algorithm improves the
sensitivity of the minority by synthesizing the minority
samples. SMOTE [19] is a classical over-sampling algo-
rithm, which reduces the dataset imbalance by synthesiz-
ing new minority samples.

Suppose the minority sample is %; s and find the k
(k is generally 5) nearest neighbor samples Xk i, Of
Xi_min according to the Euclidean distance. Then the new
minority sample is synthesized between the minority
sample X; i, and the k-nearest neighbor sample Xk iy
The synthesis formula can be given by Eq. (4).

Xnew = Xi_min + rand(0,1) x (xifmin - xik?min)}i =12---,N

()

| | |
H B Minority sample E B B W Delete sample
~ il I New boundary sample
Noisy sample H R -.‘,.‘/
= m B 5
- @ e e o\{o o
= o Hoo N o
. . . ' oundary sample . . . .e\\' noisy sample
‘ ‘\. .\Iajgw sample . . . :
B Noisy sample
(a) Original (b) SMOTE (c) ENN
Fig. 1 Samples simulation plot after SMOTE and ENN sampled. a Original dataset, b SMOTE dataset, ¢ ENN dataset
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Fig. 2 Samples simulation plot after the SMOTE-ENN sampled

where rand (0,1) is a random number between 0 and 1.
By setting the over-sampling rate, multiple synthesis is
performed according to Eq. (4) until the two classes sam-
ples are the same.

Figure 1a shows the original dataset. Figure 1b shows
that SMOTE relives sample imbalance to a certain extent,
but synthetic new "noisy sample" and "boundary sample”
[22, 30]. Therefore, some scholars [22, 31-33] have pro-
posed the Borderline-SMOTE [22], Adasyn-SMOTE [31],
ANS-SMOTE [32] and Gaussian-SMOTE [33] for the
problems existing in SMOTE algorithm.

Recently, some scholars [21, 34] have proposed clus-
tering over-sampling algorithms. For example, Dou-
zas et al. [21] proposed k-means-SMOTE algorithm.
The algorithm first uses k-means to cluster the data-
set, then over-sampling the minority after clustering
using SMOTE. Similarly, Ma et al. [34] proposed a Cure
SMOTE algorithm. The algorithm uses Cure to identify
and delete "noisy samples” before over-sampling again
using SMOTE.

Different from the over-sampling algorithm, the under-
sampling algorithm achieves the two classes balance by
deleting the majority samples. ENN [20] is the common
under-sampling algorithm, which deletes samples by
searching whether the classes of majority samples are
the same as those of the k-nearest neighbors. Suppose
the majority samples are x4 ;, find k (k is generally 3)
nearest neighbor samples ofx;,4; ;, and judge the class of
Xmaj_i and its k nearest neighbor samples according to
Eq. (5):

X get =1 (Class (xjima,' — xjk_mﬂj))

(5)

According to Eq. (5), if the class of xj 4 is differ-
ent from class of the k-nearest neighbor samples, x; 4
is deleted. Figure 1c shows the samples simulation plot
after ENN sampled. ENN makes two classes of samples
balanced by deleting “noisy sample” However, the neigh-
bors of majority samples are often the majority samples,
and the samples that can be deleted are limited. There-
fore, Tomek link [35], Instance hardness under-sampling
[36], Radial based under-sampling [37] and other under-
sampling algorithms have been proposed successively.

Both over-sampling and under-sampling can achieve
the two classes balance, and improve the sensitivity of
the minority to a certain extent. However, the specific-
ity of the majority after sampled all declined, which may
be because after sampled damaged the sample distribu-
tion of the original dataset, resulting in the decline of the
specificity [38, 39].

In order to solve this problem, we propose a hybrid
sampling algorithm combining SMOTE and ENN. The
algorithm firstly uses SMOTE to over-sampling the
imbalanced dataset to synthesize new minority sam-
ples. Then, ENN is used to under-sampling the over-
sampled dataset to delete the "noisy samples” in the
minority. Figure 2 shows the samples simulation plot
after the SMOTE-ENN sampled.

Observing Fig. 2, the samples simulation after the
SMOTE-ENN sampled is more balanced, and the
“noisy sample” synthesized by SMOTE algorithm is
deleted, which is different from the dataset of SMOTE
or ENN sampled alone. The steps of the SMOTE-ENN
are shown in Algorithm 1.
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Algorithm 1: SMOTE-ENN Algorithm

Input: Dataset: X, minority sample x; jpin, @ = 1,2,-+, N, majority sample X; pqj,j = 1,2,--, M

Output: Sampled dataset X'

1 The over-sampling rate IR is set according to the sample imbalance rate

2 Fori=12,---,N do

3 For each minority sample x; ,,;,, calculate the distance of x; ., to all samples in the

minority according to the Euclidean distance, and get k; nearest neighbor samples

xiklfmin
4 For [ =1,2,---,IR do\\ Synthesize new minority samples
5 For each minority sample x; ,;,, a number of samples are randomly selected from its

k; nearest neighbors, assuming that the selected nearest neighbors are x;x, min

6 For each randomly selected nearest neighbor sample xji, min, Synthesize new

minority sample x,,, with minority sample x; ,,;, according to Eq. (1)

7 Add the synthesized new minority sample x,,,, to the original minority
8 End For
9 End For

10 For xj_maj'j =

1,2,---,M do\\ Delete the "noisy sample"

11 For each majority sample x; ,,,4j, calculate the distance between x; ,,,; and majority

samples in the majority according to the Euclidean distance, and get k, nearest

neighbor samples Xjy, mq;

12 For each majority sample Xx;,,;, select 3 nearest neighbor samples from its k,

nearest neighbors, assuming that the selected nearest neighbor samples are X;jy, mq;

13 For each majority sample X; ,,qj, determine whether it is "noisy sample" according to

Eq.(2). If itis "noisy sample”, delete X; ,,qj, otherwise keep X; mq;

14 Delete the "noisy sample" from the majority
15 End For
16 Return X'

Experimental result
Evaluation index
Traditional evaluation indexes mainly focus on the over-
all classification performance, even if the minority sam-
ples are incorrectly classified, and good results will be
achieved. Therefore, some scholars proposed using class
classification index to evaluate its classification perfor-
mance [40, 41].

If TP is used to represent the sample number of major-
ity correctly predicted, TN to represent the sample

number of minority correctly predicted, FN to represent
the sample number of majority incorrectly predicted, FP
to represent the sample number of minority incorrectly
predicted, then:

Prediction precision of the minority (Sensitivity):

Sensitivity = TP /(TP + FN) (6)
Prediction precision of the majority (Specificity):

Specificity = TN /(FP + TN) (7)
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Sensitivity and specificity represent the precision of
minority and majority respectively. In order to reflect
the classification performance of the classifier in imbal-
anced dataset in a more comprehensive way, this paper
also gives the F-measure index for two classes, which is
defined as:

F — measure = 2Recall x Precision/(Recall + Precsion)
(8)
Recall is the same as sensitivity. Only when the recall
and precision are high, the F-measure will be corre-
spondingly high. In addition, the Matthew correlation
coefficient (MCC) [42] is an evaluation index that inte-
grates sensitivity and specificity, and is defined as:

MCC =TP x TN — FP x FN/

\/(IN + EN)(TN + FP)(TP + EN)(TP + FP)

)

When there is a large difference in the number of sam-

ples, the value of MCC is usually much smaller than sen-

sitivity and specificity. Due to TN and FP are of the same

order of magnitude, much larger than TP and FN. There-

fore, MCC index can significantly reflect the influence of

imbalanced datasets on the classifier, and comprehen-
sively consider the effect of two classes.

Experimental setting

In this section, we selected 11 traditional sampling algo-
rithms for comparative experiments. The over-sam-
pling algorithms are SMOTE [19], Borderline-SMOTE
[22], Adasyn-SMOTE [31], Gaussian-SMOTE [33],
respectively. In addition, we also select two clustering
over-sampling algorithms: k-means-SMOTE [21] and
Cure-SMOTE [34]. The under-sampling algorithms are
ENN [20], Tomek link [35], Instance hardness under-
sampling [36], Radial based under-sampling [37]. The
hybrid algorithms are the hybrid of SMOTE and ENN
[19, 20], and the hybrid of SMOTE and Tomek Link [19,
35], respectively.
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In the experiments, we perform tenfold cross validation
on the sampled dataset using the classification algorithm.
Firstly, we use three decision trees to perform tenfold
cross validation on the sampled dataset, and record the
results of various indexes of the decision tree. Then,
we use three ensemble algorithms to perform ensem-
ble learning on the decision tree, and record the results
of various indexes of the ensemble algorithms. Finally,
we select two statistical testing methods to compare 11
over-sampling algorithms to verify the significance of
SMOTE-ENN.

The samples distribution after sampled
In order to observe the samples distribution of the sam-
pled dataset, this section presents samples scatter plot
after three sampling algorithms sampled on the diabetes
dataset. We plot samples scatter plot after SMOTE, ENN,
and SMOTE-ENN sampled. The dataset class is selected
as Z axis, and any two features are selected as X and Y
axis. Figure 3 presents samples scatter plot after three
sampling algorithms sampled on the diabetes dataset.
Observing Fig. 3a, it is found that the two classes of
samples in the diabetes dataset differ greatly in num-
ber, and there are a large number of "noisy samples” and
"boundary samples". Figure 3b—d shows samples scatter
plot after SMOTE, ENN and SMOTE-ENN sampled,
respectively. Observe samples scatter plot after SMOTE
sampled (Fig. 3b) and find that although the number of
two classes of samples is balanced, a large number of
"boundary samples" are generated. In addition, there is
a lot of "noisy sample” in the original diabetes dataset.
By observing samples scatter plot after ENN sampled
(Fig. 3c), it is found that ENN effectively deletes "noisy
samples" in the minority. However, after SMOTE-ENN
sampled (Fig. 3(d)), not only does SMOTE-ENN effec-
tively synthesized the minority sample, but also deleted
the "noisy sample" in the majority, thus significantly
improving the sensitivity of the minority.

(a) Original (b) SMOTE

Fig. 3 Samples scatter plot after three sampling algorithms sampled
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Table 2 Results of the Randomtree on the missed abortion and diabetes dataset after sampled

Dataset Algorithm  Original SM BSM ASM GSM KSM CSM ENN TL IHU RBU SMTOM SMENN

Missed abortion  Precision 75.0 772 791 736 843 844 844 818 750 932 648 /58 98.8
Sensitivity 473 625 715 684 775 783 779 60.7 473 99.1 509 67.1 959
Specificity 89.2 884 855 783 90.0 89.6 90.0 927 892 857 768 831 100.0
F-measure 74.9 750 784 733 83.7 839 839 81.7 749 924 632 749 98.8
MCC 40.6 527 576 47.0 68.0 68.3 68.4 58.1 406 856 287 509 97.1
AUC 72.5 79.7 814 79.0 85.5 84.5 85.6 80.3 725 928 574 796 98.0

Diabetes Precision 69.1 765 741 73.1 715 774 74.6 839 734 851 724 781 93.2
Sensitivity 552 766 746 76.6 70.8 78.2 74.0 86.2 638 869 713 794 954
Specificity 76.6 764 736 694 718 76.6 75.2 813 793 832 735 76.7 904
F-measure 69.1 765 741 73.0 713 774 74.6 83.8 734 851 724 780 932
MCC 319 530 482 46.1 426 54.8 49.2 67.6 433 702 448 56.1 86.1
AUC 659 765 741 73.0 713 774 74.6 83.7 716 851 724 780 92.8

Table 3 Results of the Reptree on the missed abortion and diabetes dataset after sampled

Dataset Algorithm  Original SM BSM ASM GSM KSM CSM ENN TL IHU RBU SMTOM SMENN

Missed abortion  Precision 754 743 730 69.2 818 82.1 82.6 78.7 754 900 589 710 97.0
Sensitivity 44.6 653 66.7 61.1 75.1 75.1 759 44.6 446 804 60.7 64.3 91.8
Specificity 90.8 819 787 76.3 87.6 88.0 884 95.0 908 973 571 77.1 99.1
F-measure 74.8 735 726 68.6 81.3 814 82.1 75.8 748 888 589 70.6 96.9
MCC 40.8 479 457 379 63.1 63.6 64.8 484 408 788 179 417 927
AUC 739 742 744 74.6 856 85.2 84.6 77.1 739 900 592 74.6 92.8

Diabetes Precision 74.8 770 765 75.0 752 79.1 79.1 84.0 760 885 737 794 919
Sensitivity 58.2 762 834 79.6 734 78.2 79.6 82.1 63.1 840 743 813 943
Specificity 84.6 778 684 70.0 77.0 80.0 786 85.8 843 925 731 773 88.6
F-measure 74.9 770 758 74.7 752 79.1 79.1 839 760 882 737 793 91.8
MCC 44.4 540 524 49.8 504 58.2 58.2 67.8 486 768 474 58.7 834
AUC 76.7 813 778 79.7 794 86.1 84.8 90.1 80.1 917 766 815 94.5

Comparison with other sampling algorithms

In order to observe the sampled effect of sampling algo-
rithms on the missed abortion and diabetes datasets,
this section uses 11 sampling algorithms for comparative
experiments. The 11 sampling algorithms are SMOTE
(SM), Borderline-SMOTE (BSM), Adasyn-SMOTE
(ASM), Gaussian-SMOTE (GSM), k-means-SMOTE
(KSM), Cure-SMOTE (CSM), ENN, Tomek link (TL),
Instance hardness under-sampling (IHU), Radial based
under-sampling (RBU), SMOTE-Tomek link (SMTOM),
and SMOTE-ENN (SMENN). In the experiment, three
decision tree algorithms are used to test the sampled
dataset, and the results are shown in Tables 1, 2 and 3.

As shown in Tables 1, 2 and 3, the sensitivity and speci-
ficity other indexes of the three decision tree algorithms
on the missed abortion and diabetes datasets are all
poor. This shows that the sample imbalance greatly dam-
ages the classification performance of the decision tree

algorithms. In clinical diagnosis, this result is obviously
unacceptable. In the over-sampling algorithms, the sensi-
tivity indexes of the decision tree algorithms on the sam-
pled dataset have been significantly improved. Among
them, decision tree algorithms have the best classifica-
tion performance on the missed abortion dataset after
k-means-SMOTE sampled. Similarly, k-means-SMOTE
has the best sampled effect on the diabetes dataset, and
the MCC indexes of the three decision tree algorithms
are 59.5%, 54.8% and 58.2%, respectively, which is sig-
nificantly better than other over-sampling algorithms. In
addition, the sampled effect of the Cure-SMOTE is also
better than other over-sampling algorithms. This shows
that the clustering over-sampling algorithm significantly
better than the over-sampling algorithm.

In the under-sampling algorithms, decision tree algo-
rithms have the best classification performance on
the missed abortion and diabetes datasets after IHU
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Table 4 Results of Random forest on the missed abortion and diabetes datasets after sampled
Algorithm  Original SM BSM ASM GSM KSM CSM ENN TL IHU RBU SMTOM SMENN
Missed abortion  Precision 76.0 769 780 735 84.3 84.0 83.8 81.8 760 930 634 755 98.2
Sensitivity 50.0 649 723 69.6 79.1 79.1 79.1 60.7 500 866 536 68.7 939
Specificity 89.2 863 831 77.1 88.8 884 88.0 927 892 982 723 81.5 100.0
F-measure 759 754 776 733 839 83.7 835 81.1 759 924 626 75.0 98.1
MCC 430 525 558 46.9 68.2 67.8 67.3 58.1 430 854 264 504 954
AUC 74.5 816 822 80.0 86.9 86.0 87.2 826 745 938 579 812 99.9
Diabetes Precision 74.8 817 827 82.1 776 819 815 878 795 904 780 84.1 95.1
Sensitivity 61.6 858 882 87.0 77.6 814 82.8 87.7 698 877 780 870 97.0
Specificity 824 772 762 764 776 824 80.2 879 856 929 780 80.9 926
F-measure 75.0 815 821 816 77.6 819 81.5 87.8 795 903 780 839 95.1
MCC 44.6 632 649 63.8 552 63.8 63.0 755 562 80.7 560 68.0 90.0
AUC 81.9 895 890 89.2 86.4 90.5 89.7 95.0 859 962 855 91.0 98.9
Table 5 Results of Adaboost on the missed abortion and diabetes datasets after sampled
Algorithm  Original SM BSM ASM GSM KSM CSM ENN TL IHU RBU SMTOM SMENN
Missed abortion  Precision 76.0 77.1 785 74.7 83.7 84.3 83.9 82.1 786 930 656 759 98.2
Sensitivity 50.0 66.1 723 709 799 79.1 80.3 61.6 580 866 527 69.5 939
Specificity 89.2 859 839 783 87.1 88.8 87.1 927 888 982 768 815 100.0
F-measure 759 758 780 746 83.5 839 83.7 815 786 924 642 754 98.1
MCC 43.0 53.1 56.6 49.3 67.2 68.2 67.6 58.8 495 854 304 514 95.6
AUC 74.5 809 819 80.1 859 852 859 79.9 735 929 586 807 96.9
Diabetes Precision 69.2 754 733 723 72.0 76.7 74.1 819 745 840 714 78.8 92.2
Sensitivity 556 782 726 73.0 712 786 74.6 82.1 683 854 679 779 94.6
Specificity 76.6 724 740 716 72.8 74.8 736 81.7 778 825 746 79.6 89.1
F-measure 69.2 753 733 72.3 72.0 76.7 74.1 819 743 840 712 788 92.2
MCC 323 50.7 466 446 440 534 48.2 63.7 456 679 426 576 84.1
AUC 66.1 753 733 72.3 72.0 76.7 74.1 81.9 730 840 713 788 919
Table 6 Results of Bagging on the missed abortion and diabetes dataset after sampled
Algorithm  Original SM BSM ASM GSM KSM CSM ENN TL IHU RBU SMTOM SMENN
Missed abortion  Precision 75.7 760 786 720 84.6 83.7 84.5 82.1 757 919 581 76.7 976
Sensitivity 482 669 719 66.0 783 783 78.7 61.6 482 866 536 69.9 918
Specificity 89.6 835 843 77.5 90.0 884 89.6 927 896 964 625 82.7 100.0
F-measure 755 751 78.0 7 84.1 833 84.1 815 755 915 580 76.2 97.5
MCC 421 512 567 438 68.7 67.0 68.7 58.8 421 834 161 531 94.2
AUC 73.8 81.7 821 79.3 86.9 86.2 87.1 825 738 930 595 80.8 98.9
Diabetes Precision 74.1 810 810 79.0 75.6 814 799 86.4 798 877 767 81.6 95.1
Sensitivity 63.1 86.2 882 86.4 782 84.8 83.6 86.6 754 877 787 870 97.7
Specificity 80.0 750 722 70.0 72.8 776 758 86.3 820 877 746 754 91.7
F-measure 74.1 80.5 80.1 78.1 755 81.2 79.7 86.4 796 877 767 81.1 95.0
MCC 43.0 616 612 57.2 51.1 62.6 596 72.8 569 754 534 62.8 90.0
AUC 787 883 863 86.7 834 89.4 874 934 845 947 829 885 98.5
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sampled. But overall, ENN and IHU are better than the
over-sampling algorithm, while Tomek link and RBU are
worse. The specificity index of C4.5 decreases signifi-
cantly after RBU sampled, which may be due to the blind
deletion of some important majority samples by RBU. In
the hybrid sampling algorithms, SMOTE-ENN has the
best sampled effect on the missed abortion dataset, and
all indexes are better than SMOTE-Tomek link. Com-
pared with the original dataset, the imbalance rate of
the dataset is improved after sampled. Among them, the
Maj/Min index of the diabetes dataset after SMOTE and
k-means-SMOTE sampled all reached 500/500. In addi-
tion, SMOTE-ENN has the best sampled effect in all the
sampling algorithms, mainly because SMOTE-ENN not
only synthesized the minority samples, but also deleted
the “noisy samples” in the majority. More importantly,
Randomtree is also the best classification performance in
the decision tree algorithms.

Comparative experiments of ensemble algorithms
Clinical diagnosis based on machine learning has
extremely high requirements for diagnostic results. Thus
three ensemble algorithms are proposed to ensemble
decision tree. Similarly, we select 11 sampling algorithms
to sample the missed abortion and diabetes dataset, and
use Random forest, Adaboost and Bagging to test the
sampled dataset. Among them, the weak classifier for
Adaboost and Bagging is Randmotree. Results of ensem-
ble algorithms on the missed abortion and diabetes data-
sets after sampled are shown in Tables 4, 5 and 6.

As shown in Tables 4, 5 and 6 that the classification
performance of the three ensemble algorithms on the
original missed abortion and diabetes datasets is very
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poor, each index is only slightly higher than the clas-
sification performance when using decision tree alone.
The classification performance of the three ensemble
algorithms on the sampled dataset has been improved
significantly. In the over-sampling algorithms, Gaussian-
SMOTE has the best sampled effect on the missed abor-
tion dataset, and the MCC indexes of Random forest,
Bagging and Adaboost algorithms are 86.9%, 85.9% and
86.9% respectively. Similarly, k-means-SMOTE has the
best sampled effect on the diabetes dataset. In the under-
sampling algorithms, IHU has the best sampled effect
on the diabetes dataset, and the MCC indexes of Ran-
dom forest, Bagging and Adaboost algorithms are 80.7%,
67.9% and 75.4%, respectively. In addition, the sampled
effect of ENN on the diabetes dataset is also better than
that of the over-sampling algorithm.

In the hybrid sampling algorithms, SMOTE-ENN has a
better sampled effect on the missed abortion and diabe-
tes datasets, and the indexes are significantly better than
SMOTE-Tomek link. In addition, the indexes of the three
ensemble algorithms on the missed abortion dataset after
SMOTE-Tomek link sampled are lower than those of
Gaussian-SMOTE and IHU. Observing the three ensem-
ble algorithms shows, Random forest has the best clas-
sification performance on the sampled missed abortion
dataset, especially in SMOTE-ENN after sampled the
sensitivity and MCC indexes are 93.9% and 95.4% respec-
tively, which are consistent with the previous experimen-
tal results. Similarly, Random forest has the same result
on the diabetes dataset after SMOTE-ENN sampled, and
the sensitivity and MCC indexes are 97.0% and 90.0%
respectively. In summary, we select SMOTE-ENN as the
sampling algorithm for the dataset and Random forest as

Table 7 Wilcoxon test based on Random forest, Adaboost and Bagging

Algorithm  Original SM BSM ASM GSM KSM CSM ENN TL IHU RBU SMTOM
Random forest

R+ 21 21 21 21 21 21 21 21 21 21 21 21

R- 0 0 0 0 0 0 0 0 0 0 0 0
Hypothesis  Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected
Selected SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN
Adaboost

R+ 21 21 21 21 21 21 21 21 21 21 21 21

R- 0 0 0 0 0 0 0 0 0 0 0 0
Hypothesis Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected
Selected SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN
Bagging

R+ 21 21 21 21 21 21 21 21 21 21 21 21

R- 0 0 0 0 0 0 0 0 0 0 0 0
Hypothesis  Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected Rejected
Selected SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN SMENN
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the diagnosis algorithm, which is the best combination
and has the best classification performance.

Statistical test

In order to further compare the results of different sam-
pling algorithms and observe whether there are signifi-
cant differences between algorithms, statistical test is
required for the experimental results. We used two sta-
tistical tests, pairwise comparison and multiple compari-
sons, respectively.

In pairwise comparison, Wilcoxon test [43] is selected
to compare all sampling algorithms. The Wilcoxon test
can be described as following:

By calculating the difference in the results in the two
sampling algorithms on different indexes, and ranking
according to the absolute value of the difference starting
from 1. If two identical values exist, the average of the
ordinal number is used as the ranked value for both.

The sign is added to the ranked values according to the
positive and negative differences, and the positive ranked
values are added together to obtain R+, and the negative
ranked values are added together to obtain R—. The mini-
mum value of the two is selected as the T value.

Find the threshold value according to the significance
level, and the null hypothesis is that there is no differ-
ence between the algorithms. If the T value is less than
or equal to the threshold value, the null hypothesis can
be rejected and a significant difference between the algo-
rithms can be considered.

According to the principle of the Wilcoxon test, we
select the results of 6 indexes as the data values in the
experiment, the significance level is « = 0.05 and the null
hypothesis is that all algorithms have the same result. The
Wilcoxon test based on Random forest, Adaboost and
Bagging is shown in Table 7.

Due to the results of 6 groups indexes, when signifi-
cance level « = 0.05, the critical value is 2, that is, the
maximum value for rejecting the null hypothesis is 2.
From the results that during the test of the sampled
missed abortion dataset using Random forest, Adabbost
and Bagging, the null hypothesis can be rejected, that is,
SMOTE-ENN is significantly better than other sampling
algorithms.

In the multiple comparisons, we use the Friedman test
to compare all sampling algorithms. For each index, algo-
rithms to rank by the result in descending order. If the
results are the same, use the average of the ranked val-
ues as the respective ranked values. For each algorithm,
the average value Rj2 is obtained as the comparison value,
using Friedman test:

(2022) 22:344

Page 11 of 14

k

12N ZR'Z  k(k + 1)?
]
j=1

K&+ D) 1o

2
XF = 4

where N is the number of indexes, k is the number of
algorithms, and R; is the average value of each algorithm.
To obtain better statistical results, XI% distribution is
transformed into Fr distribution, and get:

2
Nk —1) = xr

The Fr distribution has kK —1 and (k—1)(N — 1)
degrees of Friedman. Then, experimental results of Ran-
dom forest, Adaboost and Bagging are compared respec-
tively, and the significance level « = 0.05 is adopted,
where the null hypothesis is that there is no difference
between the 12 sampling algorithms. According to the
Egs. (10) and (11), when N = 6, Friedman test result is:

12x 6
2 2 2 2 2
= 8.332 4+ 7.172 4+ 10.00% + 3.67
XF =12 % 13[ + + +
+4.50% + 4.83% + 6.17% + 9.172 + 2.00?
5 ) , 2028
+11.83% 4+ 9.332 4+ 1.00% — = | = 57.69
(6 —1) x 57.69
FF = = 34'.71
6(12 — 1) — 57.69
When o =0.05, F(12,60) =1917, that since

34.71 > 1.917, the null hypothesis can be rejected, and
the 12 sampling algorithms are considered to have signifi-
cant differences. Similarly, Friedman test results obtained
from Adaboost and Bagging experimental results are
30.45 and 49.28 respectively, which are also much larger
than 1.917, so the null hypothesis is rejected.

Discussion and analysis

In all sampling algorithms, the classification performance
of decision tree on missed abortion and diabetes datasets
after 4 over-sampling algorithms sampled is significantly
better than that of the Tomek link and ENN. The sampled
effect of IHU is significantly better than the over-sam-
pling algorithm, and the MCC indexes of Randomtree
on missed abortion and diabetes datasets are 85.6% and
70.2%, respectively. The SMOTE-ENN has the best sam-
pled effect on the missed abortion dataset, and the aver-
age values of precision, sensitivity, specificity, F-measure,
MCC and ACU of Randomtree are 98.8%, 95.9%,
100.0%,98.8%, 97.1% and 98.0%, respectively, which is
significantly better than SMOTE-Tomek link. Similarly,
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precision, sensitivity, specificity, F-measure, MCC and
AUC indexes of Randomtree on the diabetes dataset
after SMOTE-ENN sampled are 93.2%, 95.4%, 90.4%,
93.2%, 86.1% and 92.8%, respectively. This shows that the
SMOTE-ENN not only synthesizes the minority samples,
but also deletes the "noisy samples” in the majority.

In addition, by observing the samples scatter plot of
the diabetes dataset after sampled, it is found that Maj/
Min after deletion by the ENN not reach 112/112, while
Maj/Min after synthesis by the SMOTE algorithm
reaches 249/248. Therefore, the "noisy sample" can be
deleted by the ENN is limited. Unfortunately, due to the
working principle of the SMOTE, the synthesized sam-
ples partially fall in the majority. Therefore, it is neces-
sary to deletion the samples after SMOTE synthesis, the
main purpose of which is to delete the "noisy sample”
blindly synthesized by SMOTE. SMOTE-ENN firstly
uses SMOTE to synthesize the minority samples, and
then uses ENN to delete the "noisy sample" in the major-
ity. Although the Maj/Min of the diabetes dataset after
SMOTE-ENN sampled is only 114/49, all the indexes of
the three decision trees are optimal.

In Experiment, Randomtree has the best classifica-
tion performance in the three decision tree algorithms.
Therefore, we use ensemble algorithm to ensemble Ran-
domtree. Comparing the three ensemble algorithms,
Random forest, Bagging and Adaboost all have poor
classification performance on the not sampled missed
abortion and diabetes datasets, especially the sensitivity
index. Similarly, the sampled effect of the over-sampling
algorithm is better than the under-sampling algorithm.
The sampled effect of IHU is significantly better than
other over-sampling algorithms, and MCC indexes of
Random forest, Adaboost and Bagging on the diabetes
dataset are 80.7%, 85.4%and 67.9%, respectively. Overall,
ensemble algorithms have the best classification perfor-
mance on the missed abortion and diabetes datasets after
SMOTE-ENN sampled. This shows that the ensemble
algorithms have the same results on the missed abortion
and diabetes datasets. In addition, through the ensem-
ble of Adaboost and Bagging on Randomtree, it is found
that the classification performance has been significantly
improved after the ensemble.

In order to further test the validity of the SMOTE-
ENN, the pairwise comparison and multiple comparisons
are used to statistically test the 12 sampling algorithms,
respectively. In pairwise comparison, precision, sensi-
tivity, specificity, F-measure, MCC and AUC indexes of
the three ensemble algorithms on the sampled missed
abortion dataset are taken as values. When the signifi-
cance level is 0.05( = 0.05), pairwise tests based on Wil-
coxon are rejecting the null hypothesis. This means that
the SMOTE-ENN has significant advantages than other
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sample algorithms. Similarly, in the multiple compari-
sons, precision, sensitivity, specificity, F-measure, MCC
and AUC indexes of the three ensemble algorithms on
the sampled missed abortion dataset are also taken as
values. When the significance level is 0.05(¢ = 0.05), no
matter which ensemble algorithm is used for the test, the
SMOTE-ENN is significantly better than other sampling
algorithms.

In general, the high sample imbalance seriously dam-
ages the classification performance of ensemble algo-
rithm. Sampling algorithms can solve the influence of
sample imbalance to a certain extent after sampled the
missed abortion and diabetes datasets. Overall, the over-
sampling algorithm is better than the under-sampling
algorithm. However, IHU has the best sampled effect in
the single sampling algorithms. The sampled effect of
SMOTE-Tomek is worse than that of some single sam-
pling algorithms. The sampled effect of the SMOTE-ENN
is optimal, which is mainly because it not only synthe-
sized the minority samples, but also deleted the "noisy
samples” in majority. In addition, Random forest has the
best classification performance in the ensemble algo-
rithms. Therefore, Random forest is used as the diagnosis
algorithm for the missed abortion and diabetes datasets.

Conclusion

Medical datasets are often imbalanced, and different
diseases have different sample numbers. Some diseases
have only a small number or even one case sample, which
greatly increases the diagnostic effectiveness of machine
learning algorithms. In clinical diagnosis, minority
samples are also extremely important, and the predic-
tion of difficult diseases can greatly help doctors to treat
patients in advance. A hybrid sampling algorithm com-
bining SMOTE and ENN is proposed to study the missed
abortion diagnosis. Firstly, SMOTE is used to synthesize
the minority samples so that there is a balance between
the majority and the minority. Then, ENN is then used
to under-sampling the synthesized dataset to delete the
"noisy samples" in the majority. Finally, the ensemble
algorithm is used to model and predict the synthesized
dataset. Randomtree has the best classification perfor-
mance on missed abortion and diabetes datasets after
SMOTE-ENN sampled, and all indexes are significantly
better than other sampling algorithms. In addition, Ran-
dom forest has the best classification performance in all
the ensemble algorithms. Therefore, Random forest is
selected as the diagnosis algorithm for the missed abor-
tion and diabetes datasets.
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