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Abstract 

Background: Eligibility criteria are the primary strategy for screening the target participants of a clinical trial. Auto-
mated classification of clinical trial eligibility criteria text by using machine learning methods improves recruitment 
efficiency to reduce the cost of clinical research. However, existing methods suffer from poor classification perfor-
mance due to the complexity and imbalance of eligibility criteria text data.

Methods: An ensemble learning-based model with metric learning is proposed for eligibility criteria classification. 
The model integrates a set of pre-trained models including Bidirectional Encoder Representations from Transformers 
(BERT), A Robustly Optimized BERT Pretraining Approach (RoBERTa), XLNet, Pre-training Text Encoders as Discrimi-
nators Rather Than Generators (ELECTRA), and Enhanced Representation through Knowledge Integration (ERNIE). 
Focal Loss is used as a loss function to address the data imbalance problem. Metric learning is employed to train the 
embedding of each base model for feature distinguish. Soft Voting is applied to achieve final classification of the 
ensemble model. The dataset is from the standard evaluation task 3 of 5th China Health Information Processing Con-
ference containing 38,341 eligibility criteria text in 44 categories.

Results: Our ensemble method had an accuracy of 0.8497, a precision of 0.8229, and a recall of 0.8216 on the 
dataset. The macro F1-score was 0.8169, outperforming state-of-the-art baseline methods by 0.84% improvement on 
average. In addition, the performance improvement had a p-value of 2.152e-07 with a standard t-test, indicating that 
our model achieved a significant improvement.

Conclusions: A model for classifying eligibility criteria text of clinical trials based on multi-model ensemble learning 
and metric learning was proposed. The experiments demonstrated that the classification performance was improved 
by our ensemble model significantly. In addition, metric learning was able to improve word embedding representa-
tion and the focal loss reduced the impact of data imbalance to model performance.
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Background
A clinical trial is any systematic study of a test drug or 
treatment in humans to confirm or reveal the effects 
and adverse effects of the drug or treatment with the 
goal of determining the efficacy and safety. Eligibility 
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criteria are established by the investigators of clini-
cal trials and are used to identify compliance of par-
ticipants with the main criteria of clinical trials [1]. 
Recruitment of clinical trial subjects is generally pro-
cessed by manually comparing medical records with 
eligibility criteria [2], which is time-consuming and 
cost-sensitive [3]. Therefore, clinical trials commonly 
face difficulties during recruitment, such as partici-
pant mismatch, long recruitment cycles, and sub-
ject attrition [4]. In addition, eligibility criteria text is 
usually short and informally represented with a fea-
ture-sparse issue. Therefore, the construction of an 
automatic method using natural language processing 
(NLP) techniques to effectively classify clinical trial 
eligibility criteria text is still a challengeable research 
[5, 6].

Unlike other domain text, the peculiarities of medi-
cal text makes this domain text poorly classified. First, 
medical text has a large number of domain-specific 
terms. For example, the names of diseases, drugs, body 
parts, and other medical terminology information, so 
existing text segmentation methods are not applica-
ble to such text and effective text feature extraction is 
difficult [7]. Secondly, medical text has a diversity of 
terms [8]. For example, a disease concept may have 
more than 10 different names in an entire dataset [8]. 
In addition, medical text data generally suffer from 
data imbalance, which makes model classification and 
subsequent label prediction difficult [9]. Finally, less 
research has been conducted on eligibility criteria, 
mainly involving information extraction [10–12], and 
less research has been conducted on classification, 
with current studies facing the problem of low classifi-
cation accuracy [13, 14].

To solve the research difficulties, this paper proposed 
a character-level ensemble learning-based classification 
model. Five word embedding models, namely BERT, 
RoBERTa, XLNet, ERNIE and ELECTRA, were inte-
grated. We used a metric learning based on Chinese 
corpus to accelerate the convergence of the model. In 
order to reduce the data imbalance problem, Focal Loss 
was introduced in training process. Finally, Soft Vot-
ing was used to ensemble the five models to improve 
the overall performance. The main contributions of 
this paper are as follows: (1) An ensemble model incor-
porating multiple character-level deep learning pre-
training models was proposed for eligibility criteria 
text classification. (2) A combination strategy of focal 
loss and metric learning loss was proposed to solve 
data imbalance problem. (3) Experiment results dem-
onstrated the effectiveness of the proposed model in 
eligibility criteria text classification by comparing with 
state-of-the-art methods.

Related work
With the rapid development of deep learning [15], vari-
ous short text classification methods have emerged. 
Kaljahi et al. [16] proposed the Any-gram kernel method 
to extract N-gram features from short textbooks and 
classify the text using bi-directional long- and short-
term memory networks (Bi-LSTM). Convolutional neu-
ral networks (CNNs) were first used by Kim et  al. [17] 
to solve text classification. Lee et  al. [18] implemented 
merged recurrent neural networks (RNNs) and CNNs 
and proposed a new model for classifying short text. Hsu 
et  al. [19] proposed a structure-independent gate-rep-
resentation model for short text classification. In order 
to extract the features of the text in both temporal and 
spatial dimensions, Zhou et  al. [20] introduced a two-
dimensional maximum pooling operation in Bi-LSTM 
for the first time. In recent years, Google proposed the 
BERT model [21], which is based on Transformer [22], to 
improve feature extraction ability and to acquire context-
sensitive bidirectional feature representations.

The research of clinical trial eligibility criteria classifi-
cation has a positive effect on the design of eligibility cri-
teria and effectively promote the recruitment of patient 
subjects. Zhang et al. promoted the matching of clinical 
trials for specific populations (such as HIV and pregnant 
women) through automatic classification of eligibility cri-
teria of clinical trials [23]. In N2C2 2018 evaluation task 
[24], 288 complete longitudinal narrative medical records 
of diabetic patients and 13 pre-defined eligibility crite-
ria were provided for identifying eligible patients. The 
top-ranked system in the evaluation used a rule-based 
method and achieved a micro F1 value of 0.91 [25]. In 
2017, the American Society of Clinical Oncology (ASCO) 
studied the distribution of patients enrolled in clinical tri-
als and the distribution of patients in the real world, and 
proposed that multiple screening criteria should be opti-
mized and appropriately relaxed. These screening criteria 
include the inclusion of children in human cancer clinical 
trials The minimum age limit [26], the inclusion of HIV, 
hepatitis B or C infection [27], the inclusion of organ dys-
function, the second primary cancer or those with a pre-
vious history [28], and the inclusion of brain metastasis 
cancer patients [29] etc.

Metric learning [30, 31] aims to reduce or limit the dis-
tance between samples of the same class while increasing 
the distance between samples of different classes through 
training and learning. This approach has been widely 
used in various machine learning applications, including 
collaborative filtering, face recognition, and document 
retrieval [32–35]. Weinberger et al. proposed a large mar-
gin nearest neighbor (LMNN) approach [31] in learn-
ing a pull- and push-loss based metric to minimize the 
number of class impersonators. However, to the best of 
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our knowledge, no existing work has been reported that 
focuses specifically on mitigating prediction uncertainty. 
When comparing feature representations of training 
data, Mandelbaum and Weinshall [36] measures model 
uncertainty through distance and it is inefficient for iter-
ating over all training data. Metric learning is frequently 
applied to reduce model uncertainty in a text classifica-
tion task.

Methods
The overall framework of our proposed ensemble learn-
ing-based model is shown in Fig. 1, which can be roughly 
divided into three layers: preprocessing layer, single 
model layer and model ensemble layer. After the input 
text pass through the preprocessing layer, it is converted 
from characters to numeric vectors for training in the 
next layer. Then, five single models based on different 
preprocessing methods are applied to train the vectors. 
Finally, the model ensemble is trained using the Soft Vot-
ing. The detailed structure of the model is presented in 
the next section.

The architecture of single models
The output of the five single models with a SoftMax func-
tion are as the input of the ensemble layer. To integrate 
the single models, the overall structure of the single 
models is designed, as shown in Fig. 2. The structure has 
three layers: (1) The input layer of each single model con-
sists of five different pre-trained models, BERT, XLNet, 
RoBERTa, ERNIE, and ELECTRA. (2) The sequence 

modeling layer is implemented by a convolutional neural 
network (CNN) as well as a maximum pooling opera-
tion to extract the feature representation of word vectors. 
It utilizes three kernels with filter sizes of 3, 4, and 5. 
(3) The output consists of a full connection layer and a 
SoftMax operation. The loss function of the model is a 
combination of predicted Focal loss and metric loss. The 
output of the Sequence Modeling layer is considered as 
the representation of text and is used for the metric loss. 
The purpose here is to penalize large distance feature 
representations in the same category and small distance 
feature representations between different categories.

Metric learning on text features
Making the feature distance between instances within 
a category much smaller than between instances is the 
purpose of learning the uncertainty of a text feature 
space. The feature distance can be either a European dis-
tance or a Manhattan distance. This goal can be achieved 
by training the embedding layer of the model through 
metric learning. Specifically, it can be expressed that ri 
and rj are the feature representations of instances i and 
j, respectively. Then the Euclidean distance between 
them is defined as D

(

ri, rj
)

= 1
d
�ri − rj�

2
2
 , where d is the 

dimension of the feature representation.
Assuming that a training data contains n categories, 

and Sk represents an instance of data belonging to cat-
egory k, the penalty for the distance between the feature 
representations of two instances of the same category is 
an intra-class loss, which can be formalized as Eq. (1).

Eligibility
criteria texts

Pre-processing

BERT

RoBERTa

XLNet

ERNIE

ELECTRA

Soft Voting Prediction

Single Model Layer Ensemble LayerPreprocessing Layer

Fig. 1 The framework of the ensemble learning-based model consists of a preprocessing layer, a single model layer integrating 5 pre-trained 
models including BERT, XLNet, ERNIE, RoBERTa, and ELECTRA, as well as an ensemble layer containing Soft Voting to output prediction result
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|Sk | represents the number of elements in set Sk. The 
loss is the mean of all the distances between each pos-
sible pair in the same category set. The inter-class loss, 
as is formally defined as Eq. (2), ensures large feature dis-
tances between different category.

m is the metric boundary constant that distinguishes 
two categories of data. If the feature distance between 
two data instances from different categories is greater 
than m, the inter-class loss is zero. Otherwise, the dis-
tance is subtracted from m as the loss. m represents 
the size of the inter-class feature distance and is set dif-
ferently depending on word embedding methods. The 
overall metric loss function is defined in Eq.  (3), which 
consists of inter-class and intra-class losses for all data 
categories.

(1)Lintra(k) =
2

|Sk |
2 − |Sk |

∑

i,jǫSk ,i<j

D(ri, rj)

(2)

Linter(p, q) =
1

∣

∣Sp
∣

∣ ∗
∣

∣Sq
∣

∣

∑

iǫSp ,jǫSq

max(0,m − D(ri, rj))

λ is a pre-defined parameter to weight the importance 
of the intra- and inter-class losses. We set λ to 0.1 empiri-
cally in this paper.

Loss function
Data imbalance problem commonly exits in eligibility cri-
teria text and can be visualized from the distribution of 
data in training, validation, and test sets. Figure 3 shows 
the distribution of the count of instances in each cate-
gory in the three datasets as introduced in experiments. 
There is a significant imbalance issue in the datasets for 
each category. The category with the highest count differs 
from the category with the lowest count by 8489 samples.

To reduce the data imbalance problem, focal Loss [37] 
is used as an alternative loss function during training. To 
show the advantage of Focal Loss, we compare Focal Loss 
with the formula for CE Loss (Cross Entropy Loss). Sup-
pose the expression of pt is pt = ext

∑

j e
xj  . xt is the score on 

(3)Lmetric =

n
�

k=1







Lintra(k)+ �

�

i �=k

Linter(k , i)







Embedding (BERT RoBERTa XLNet ERNIE ELECTRA)

Softmax

Focal Loss+Metricl Loss

Output
(Fully 

Connected)

Sequence 
Modeling

(CNN)

Input
(Embedding)

Fig. 2 The overall architecture of the single models
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category t , and pt is the prediction probability of an input 
sample on category t . The expression of CE Loss (Cross 
Entropy Loss) is calculated using Eq. (4).

pi represents the predicted probability that the sam-
ple belongs to category i . Number of categories is rep-
resented by n . The formula for Focal Loss is shown in 
esquation (5), where γ is a predefined parameter and is 
set to 2 empirically in experiments.

(1− pt)
γ is the modulation coefficient. The purpose of 

adding the coefficient is to make the model more focus-
ing on difficult samples during training by reducing the 
weight of easy-to-classify samples. Specifically, when pt 
is close to 1, the modulation coefficient tends to 0, which 
means that the contribution to total loss is smaller. When 
pt tends to 0, the modulation factor is close to 1 and the 

(4)CELoss = −�n
i=1yilog(pi)

(5)FocalLoss = −(1− pt)
γ log(pt)

loss is very less affected. In short, Focal Loss is a func-
tion to measure the contribution of difficult and easy-
to-classify samples to summarize loss in data imbalance 
problem. The final loss function L during training con-
sists of the metric learning loss as well as the Focal Loss, 
is expressed as Eq.  (6).µ is the hyper-parameter and is 
empirically set to 1.

Model ensemble
In the last layer of the model, we obtain the SoftMax out-
put of 5 single models in the previous layer, which is the 
probability that each data corresponds to 44 categories. 
It can be expressed as Mi

n,44 , where i represents the i-th 
single model and n represents the count of samples in the 
dataset. We use Soft Voting to perform model integration 
operations on these five base models. Specifically, the five 
sets of SoftMax outputs of each sample are averaged, and 

(6)L = FocalLoss + µLmetric

Fig. 3 Histogram distributions of the training set, validation set, and test set. X-axis represents counts of data instances and Y-axis represents 
categories
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the corresponding subscript of the maximum probability 
value of the SoftMax result that obtained in the previous 
step is the final classification result On . The calculation 
through Soft Voting is expressed as Eq. (7).

Experiment
Dataset
The dataset is from the third assessment task of the 
2019 China Health Information Processing Conference 
(CHIP): the classification of short text of clinical trial eli-
gibility criteria. The task is to classify irregular unstruc-
tured short eligibility criteria text into corresponding 
categories. The dataset contains a total of 44 categories 
of eligibility criteria text of clinical trials, including "dis-
ease", "multiple", and "Therapy or Surgery", with a total 
of 38,341 eligibility criteria text that have been manu-
ally annotated by human experts. The dataset is subdi-
vided into a training set, a validation set, and a test set. 
The training set contains 22,962 text of eligibility crite-
ria, while the validation and test sets contain 7,682 and 
7,697 text, respectively. Examples of eligibility standard 
text and their labels are shown in Table 1. For example, 
the category corresponding to "Severe hearing or visual 
impairment" is "sign".

Experiment setting‑up
In the experiments, the random seed is set to 0 to 
ensure that results are reproducible and easy to com-
pare between different model performances. The param-
eters of each pre-trained model are kept unchanged, the 
learning rate is set to 2 ×  10–5, and the batch size is 128. 
Each single model is trained with regularization to pre-
vent overfitting. Adam is used as the optimizer, and the 
Tesla K80 graphics card is used for training with mem-
ory size as 12.5G. 5 single models are trained separately 

(7)On = argmax

(

∑5
i=1M

i
n.44

5

)

due to limited memory. The epoch for each model is set 
to 12. More specifically, the Chinese pre-training mod-
els BERT1, RoBERTa2, XLNet3, ERNIE4, and ELECTRA 5 
are all pre-trained using Chinese wikis as well as ency-
clopedias, news, and quizzes, with a total word count of 
5 billion and a text size of about 10G. The time cost of 
ensemble learning is about 8  h. The time cost consists 
mainly of single-model training time, of which 1.5 h are 
required per single model. The model is implemented 
based on the PyTorch framework.

Evaluation metrics
In order to evaluate the performance of our model, 
in addition to the Macro F1-score specified by the 
CHIP2019 evaluation task, we used three extra metrics 
commonly used in deep learning classification tasks: 
Accuracy, Precision, and Recall. Macro F1-score is a 
parameter metric that reflects model validity and sta-
bility. The formula for these four evaluation metrics are 
shown in Eqs. (8)–(11).

(8)Accuracy =
TP + TN

TP + TN + FP + FN

(9)Precision =
TP

TP + FP

(10)Recall =
TP

TP + FN

Table 1 Examples of eligibility criteria text and corresponding annotated categories

Eligibility criteria text Category

年龄 > 80岁 (Age > 80) Age

近期颅内或椎管内手术史 (recent intracranial or spinal canal surgery) Therapy or surgery

血糖 < 2.7 mmol/L (Blood glucose < 2.7 mmol/L) Laboratory examinations

性别不限,年龄18 ~ 70岁 (unlimited gender, age 18–70) Multiple

合并造血系统或恶性肿瘤等严重原发性疾病(complicated with serious primary disease such as hematopoietic system or 
malignant tumor)

Disease

其他研究者认为不适合参加本研究的患者 (patients that unsuitable for this study considered by other investigators) Researcher decision

预期生存超过12周 (expected survival over 12 weeks) Life expectancy

男、女不限 (male or female) Gender

1  https:// huggi ngface. co/ bert- base- chine se.
2  https:// github. com/ brigh tmart/ rober ta_ zh.
3  https:// github. com/ ymcui/ Chine se- XLNet.
4  https:// github. com/ Paddl ePadd le/ ERNIE.
5  https:// github. com/ ymcui/ Chine se- ELECT RA.

https://huggingface.co/bert-base-chinese
https://github.com/brightmart/roberta_zh
https://github.com/ymcui/Chinese-XLNet
https://github.com/PaddlePaddle/ERNIE
https://github.com/ymcui/Chinese-ELECTRA
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TP (True Positive) is the count of cases that are cor-
rectly predicted as True. FP (False Positive) is the count 
of cases that are wrongly predicted as True.FN  (False 
Negative) is the count of cases that are model wrongly 
predicts as False. TN(True Negative) is the count of cases 
that are correctly predicted as False. n denotes the count 
of categories, as 44 in this paper.

Results
In order to evaluate the validity of our proposed model, 
we compared our ensemble model with other deep 
learning-based classification models including TextCNN, 
TextRNN, TextRCNN, FastText, and Transformer mod-
els. The result, as shown in Table  2, presented that the 
macro F1-scores of the models were between 0.6721 by 
transformer and 0.7704 by TextRCNN. In order to verify 
the effect of model ensemble, 5 single models including 
BERT, XLNet, ERNIE, RoBERTa and ELECTRA were 
implemented as benchmarks for comparison. As shown 
in the same table, XLNet and RoBERTa achieved high 
performances among the single models as 0.803 and 
0.7992, respectively. Our ensemble learning-based model 
using metric learning achieved the best performance 
0.8167, with an average increase of 2.58% compared 
to the single models. The performance of our model 
exceeded the best performed model in CHIP 2019 Task 
3 challenge as state-of-the-art with a macro F1-score of 
0.8095, while the second with 0.8080 and the third with 
0.8075. Finally, we performed a t-test on the performance 
of the ensemble learning-based model versus the perfor-
mance of the other five single models. The p-value was 
2.152e-07, indicating that the performance of our model 

(11)F1(Macro) =

(

1

n

)

∑ 2× Precision× Recall

Precision+ Recall

had a significant improvement compared with the single 
model.

The impact of metric learning on feature representation
The impact of metric learning on feature representation 
was analyzed. As shown in Table  3, the second column 
presented performance of models trained without metric 
learning and the third column denoted performance of 
models with metric learning. From the result, the model 
ELECTRA pre-training model achieved the highest per-
formance with an increasing rate of 1.34% when using 
metric learning, while model RoBERTa obtained the least 
macro F1 score improvement as 0.52% when using metric 
learning. Overall, the increasing rate of macro F1 score 
was 0.95% on average when using metric learning. In 
addition, the macro F1 score performance of the 5 single 
models under different loss function was also compared. 
As shown in the Table 4, the performance of the models 
with Focal Loss is higher than that with Cross Entropy 
Loss for every model. The model pre-trained with ERNIE 
had the largest performance improvement when using 
Focal Loss.

The impact of training data volume on model performance
To test the impact of training data volume on model 
performance, we keep the training set unchanged and 
randomly reduce the amount of data in the training set 
by 10%, 20%, 30%, 40%, and 50%. The experiment was 
performed separately on BERT and XLNet models. The 

Table 2 The performances of our model and baseline models 
on the same dataset

Model Accuracy Precision Recall Macro F1

TextCNN 0.8256 0.8074 0.7538 0.7696

TextRNN 0.8094 0.7262 0.7369 0.7258

TextRCNN 0.8256 0.7894 0.7678 0.7704

FastText 0.8116 0.7732 0.7268 0.7385

Transformer 0.7934 0.7545 0.6469 0.6721

BERT 0.8385 0.8055 0.7980 0.7973

XLNet 0.8508 0.8164 0.8011 0.803

ERNIE 0.8382 0.8035 0.7969 0.7952

RoBERTa 0.8439 0.7929 0.8215 0.7992

ELECTRA 0.8324 0.7935 0.791 0.7862

Our model 0.850 0.825 0.821 0.8167

Table 3 Performance comparison of all single models with or 
without metric learning using macro F1 score (margin parameter 
m = 0.1)

Model Without metric 
learning

With metric 
learning

Increase rate (%)

BERT 0.7880 0.7973 1.18

XLNet 0.7983 0.8030 0.59

RoBERTa 0.7951 0.7992 0.52

ERNIE 0.7865 0.7952 1.11

ELECTRA 0.7758 0.7862 1.34

Table 4 Performance comparison of all single models with cross 
entropy loss or focal loss functions using macro F1 score

Model Cross entropy loss Focal loss

BERT 0.7902 0.7973

XLNet 0.7987 0.8030

RoBERTa 0.7959 0.7992

ERNIE 0.7868 0.7952

ELECTRA 0.7804 0.7862
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results are shown in Fig.  4. Compared with the results 
of the whole data, the performance of these two models 
under the reduced data volume was significantly lower 
than the performance on the whole data. Among them, 
by reducing the data to 50%, the F1 score of the BERT 
model reduced by 1.32%, while that of XLNet model 
reduced by 5.24%.

Discussion
Through experiment analysis, there were two constraints 
that limited the training and final performance of our 
model. (1) The selection of hyper-parameters in metric 
learning. m was the metric boundary constant that dis-
tinguished the data. � was a pre-defined parameter to 
weight the importance of the intra- and inter-class losses. 
In the experiment, we found that different parameter (m 
and � ) values had different effects on the performance of 
different models. Therefore, effort was needed to adjust 
the parameters of each model as it affected the efficiency 
and performance of the models. (2) Insufficient training 
data. From the experiment analysis, it can be found that 

insufficient training data may be an important factor in 
limiting the model performance.

In addition, the eligibility criteria text had not been 
preprocessed before models training due to specific dif-
ficulties. For example, many special symbols/characters 
in sentences existed, such as special expression (symbols 
of numbers, operators, or units), stop words, traditional 
Chinese characters, and full-width characters. Thus, text 
data preprocessing was needed to improve the perfor-
mance of the classifiers.

Ensemble learning is a machine learning framework 
whose main idea was to combine multiple base models 
and to fuse potential differences learned by different sin-
gle models to improve the generalization ability of the 
overall model. In addition to the Soft Voting method 
used in the experiments, there were two other algo-
rithms, AdaBoost and Stacking, tested. However, due to 
insufficient training data, each single model was easily 
overfitting, so the Voting algorithm was experimentally 
applied to outperform the other two algorithms.

Two directions, as data and model, were the subse-
quent breakthroughs to improve the performance of 

Fig. 4 Performance of single models based on BERT and XLNet pre-training models under different percentages of data volume
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our model. The short eligibility criteria text had irreg-
ular and low word count characteristics, so it did not 
provide sufficient information. Therefore, effective data 
enhancement methods could be applied on the short 
text data to enhance the textual features for improve-
ment purposes. Secondly, for textual data in the medi-
cal domain, pre-training the model through medical 
corpus might help to enhance the stability of the model.

Conclusion
Automated classification of clinical trial eligibility cri-
teria text is a fundamental and critical procedure in 
clinical target population recruitment. This research 
proposed an ensemble learning-based model by inte-
grating deep learning methods including BERT, ERNIE, 
XLNet, ELECTRA, and RoBERTa. The model was com-
pared with a list of baseline deep learning models on 
a publicly available standard data set. The results dem-
onstrated that our proposed model outperformed base-
line models with 2.58% improvement on average. The 
utilization of metric learning effectively improved the 
performance of single models. The Focal Loss was more 
suitable for eligibility criteria text classification with 
data imbalance issue.

Abbreviations
NLP: natural language processing; LSTM: long short-term memory; BILSTM: bi-
directional long short-term memory; CNN: convolutional neural network; RNN: 
recurrent neural network; BERT: bidirectional encoder representations from 
transformers; NSP: next sentence prediction; RoBERTa: a robustly optimized 
BERT pretraining approach; WWM: whole word masking; ERNIE: enhanced 
representation through knowledge integration; CHIP: China Health Informa-
tion Processing.

Acknowledgements
Not applicable.

About this supplement
This article has been published as part of BMC Medical Informatics and Deci-
sion Making Volume 21, Supplement 2 2021: Health Big Data and Artificial 
Intelligence. The full contents of the supplement are available at https:// 
bmcme dinfo rmdec ismak. biome dcent ral. com/ artic les/ suppl ements/ volume- 
21- suppl ement-2.

Authors’ contributions
KZ and YX contributed in experiment design and data analysis. GL and LL 
contributed in paper revision. TH contributed in experiment design, experi-
ment result validation and paper revision. All authors read and approved the 
final manuscript.

Funding
The publication of this paper is funded by grants from the Guangzhou 
Innovation and Entrepreneurship Leader Team (No. 20190901008), the 
National Natural Science Foundation of China (Nos. U1711266, 9174620 
and 61772146), the Guangdong Provincial Key R&D Programme (No. 
2019B010153001), and the Natural Science Foundation of Guangdong Prov-
ince (No. 2021A1515011339).

Availability of data and material
Data are provided by Guangdong Mental Health center and it cannot be 
shared with other research groups without necessary permission.

Declarations

Ethics approval and consent to participate
Not applicable.

Consent for publication
Not applicable.

Competing interests
The authors declare that they have no competing interests.

Author details
1 School of Data and Computer Science, Sun Yat-Sen University, Guangzhou, 
China. 2 National Engineering Research Center of Digital Life, Sun Yat-Sen Uni-
versity, Guangzhou, China. 3 School of Computer Science, South China Normal 
University, Guangzhou, China. 

Received: 15 March 2021   Accepted: 8 April 2021
Published: 30 July 2021

References
 1. He Z, Carini S, Hao T, Sim I, Weng C. A method for analyzing commonali-

ties in clinical trial target populations. In: AMIA 2014 annual symposium 
(AMIA), November 15–19, 2014;777–1786.

 2. Hao T, Rusanov A, Boland MR, Weng C. Clustering clinical trials with 
similar eligibility criteria features. J Biomed Inform. 2014;52:112–20.

 3. Thadani SR, Weng C, Bigger JT, Ennever JF, Wajngurt D. Case report: elec-
tronic screening improves efficiency in clinical trial recruitment. JAMIA. 
2009;16(6):869–73.

 4. Penberthy L, Dahman B, Petkov V, et al. Effort required in eligibility screen-
ing for clinical trials. J Oncol Pract. 2012;8(6):365–70.

 5. Gulden C, Kirchner M, Schüttler C, Hinderer M, Kampf MO, Prokosch H-U, 
Toddenroth D. Extractive summarization of clinical trial descriptions. Int J 
Med Inform. 2019;129:114–21.

 6. Wu H, Toti G, Morley KI, Ibrahim ZM, Folarin A, Jackson R, et al. SemEHR: a 
general-purpose semantic search system to surface semantic data from 
clinical notes for tailored care, trial recruitment, and clinical research. J Am 
Med Inform Assoc. 2018;25(5):530–7.

 7. Huang C-C, Zhiyong Lu. Community challenges in biomedical text 
mining over 10 years: success, failure and the future. Brief Bioinform. 
2016;17(1):132–44.

 8. Li T, Zhu S, Ogihara M. Using discriminant analysis for multi-class classifi-
cation: an experimental investigation. Knowl Inf Syst. 2006;10(4):453–72.

 9. Chen B, Jin H, Yang Z, Qu Y, Weng H, Hao T. An approach for transgender 
population information extraction and summarization from clinical trial 
text. BMC Med Inf Decis Mak. 2019;19-S(2):159–70.

 10. Tseo Y, Salkola M I, Mohamed A, et al. Information extraction of clinical 
trial eligibility criteria 2020; arXiv preprint arXiv: 2006. 07296.

 11. Kang T, Zhang S, Tang Y, et al. EliIE: an open-source information extrac-
tion system for clinical trial eligibility criteria. J Am Med Inform Assoc. 
2017;24(6):1062–71.

 12. Luo Z, Johnson SB, Lai AM, et al. Extracting temporal constraints from 
clinical research eligibility criteria using conditional random fields. 
In: AMIA annual symposium proceedings. Am Med Inform Assoc. 
2011;2011:843.

 13. Luo Z, Yetisgen-Yildiz M, Weng C. Dynamic categorization of clinical 
research eligibility criteria by hierarchical clustering. J Biomed Inform. 
2011;44(6):927–35.

 14. Chuan CH. Classifying eligibility criteria in clinical trials using active deep 
learning. In: 17th IEEE international conference on machine learning and 
applications (ICMLA). IEEE 2018;305–310.

 15. LeCun Y, Bengio Y, Hinton GE. Deep learning. Nature. 
2015;521(7553):436–44.

https://bmcmedinformdecismak.biomedcentral.com/articles/supplements/volume-21-supplement-2
https://bmcmedinformdecismak.biomedcentral.com/articles/supplements/volume-21-supplement-2
https://bmcmedinformdecismak.biomedcentral.com/articles/supplements/volume-21-supplement-2
http://arxiv.org/abs/2006.07296


Page 10 of 10Zeng et al. BMC Med Inform Decis Mak  2021, 21(Suppl 2):129

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

 16. Kaljahi, R., Foster, J. Any-gram kernels for sentence classification: a senti-
ment analysis case study. lthaca, New York: arXiv preprint 2017.

 17. Kim Y. Convolutional neural networks for sentence classification. 
EMNLP:2014;1746–1751.

 18. Lee JY, Dernoncourt F. Sequential short-text classification with recurrent 
and convolutional neural networks. HLT-NAACL. 2016;515–520.

 19. Hsu ST, Moon C, Jones P, et al. A Hybrid CNN-RNN alignment model for 
phrase-aware sentence classification. EACL. 2017;2:443–9.

 20. Zhou P, Qi Z, Zheng S, et al. Text classification improved by integrating 
bidirectional lstm with two-dimensional max pooling. Coling: 3485–3495; 
2016.

 21. Devlin J, Chang M-W, Lee K, et al. BERT, pre-training of deep bidirectional 
transformers for language understanding. NAACL-HLT. 2019;1:4171–86.

 22. Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN, Kaiser L, 
Polosukhin I. Attention is all you need. NIPS: 2017;5998–6008.

 23. Zhang K, Demner-Fushman D. Automated classification of eligibility cri-
teria in clinical trials to facilitate patient-trial matching for specific patient 
populations. J Am Med Inform Assoc. 2017.

 24. Stubbs A et al. Cohort selection for clinical trials. n2c2 2018 shared task 
track 1. J Am Med Inform Assoc.  2019.

 25. Olevnik M, Kugic A, Kasac Z, Kreuzthaler M. Evaluating shallow and deep 
learning strategies for the 2018 N2c2 shared task on clinical text clas-
sification. J Am Med Inform Assoc. 2019;26(11):1247–54.

 26. Gore L, Ivy SP, Balis FM, et al. modernizing clinical trial eligibility: 
recommendations of the American Society of Clinical Oncology-
friends of cancer research minimum age working group. J Clin Oncol. 
2017;35(33):3781–7.

 27. Uldrick TS, Ison G, Rudek M, et al. Modernizing clinical trial eligibil-
ity criteria: recommendations of the American Society of Clinical 
Oncology-friends of cancer research HIV Working Group. J Clin Oncol. 
2017;35(33):3774–80.

 28. Lichtman SM, Harvey RD, Damiette SMA, et al. Modernizing clinical trial 
eligibility criteria: recommendations of the American Society of Clini-
cal Oncology-Friends of Cancer Research Organ Dysfunction, Prior or 
Concurrent Malignancy, and Comorbidities Working Group. J Clin Oncol. 
2017;35(33):3753–9.

 29. Lin NU, Prowell T, Tan AR, et al. modernizing clinical trial eligibility 
criteria: recommendations of the American Society of Clinical Oncology-
Friends of Cancer Research Brain Metastases Working Group. JCO. 
2017;35(33):3760–73.

 30. Xing EP, Ng AY, Jordan MI, Russell S. Distance metric learning with 
application to clustering with side-information. In: Advances in neural 
information processing systems. 2003;521–528.

 31. Weinberger KQ, Blitzer J, Saul LK. Distance metric learning for large mar-
gin nearest neighbor classification. In: Advances inneural information 
processing systems. 2006;1473–1480.

 32. Gong M, Liang Y, Shi J, Ma W, Ma J. Fuzzy c-means clustering with local 
information and kernel metric for image segmentation. IEEE Trans Image 
Process. 2013;22(2):573–84.

 33. Guillaumin M, Verbeek J, Schmid C. Is that you? Metric learning 
approaches for face identification. In: 2009 IEEE 12th international confer-
ence on computer vision, 2009;498–505. IEEE.

 34. Xu Z, Chen M, Weinberger KQ, Sha F. From sbow to dcotmarginalized 
encoders for text representation. In: Proceedings of the 21st ACM interna-
tional conference on information and knowledge management, CIKM 12, 
2012;1879–1884, New York, NY, USA. ACM.

 35. Hsieh CK, Yang L, Cui Y, Lin TY, Belongie S, Estrin D. Collaborative metric 
learning. In: Proceedings of the26th international conference on world 
wide web, 2017;193–201. International World Wide Web Conferences 
Steering Committee.

 36. Amit Mandelbaum and Daphna Weinshall. Distance-based confidence 
score for neural network classifiers. 2017;arXiv preprint arXiv: 1709. 09844.

 37. Lin TY, Goyal P, Girshick R, He K, Dollár P. Focal loss for dense object detec-
tion. ICCV: 2017;2999–3007.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

http://arxiv.org/abs/1709.09844

	Automated classification of clinical trial eligibility criteria text based on ensemble learning and metric learning
	Abstract 
	Background: 
	Methods: 
	Results: 
	Conclusions: 

	Background
	Related work
	Methods
	The architecture of single models
	Metric learning on text features
	Loss function
	Model ensemble

	Experiment
	Dataset
	Experiment setting-up
	Evaluation metrics

	Results
	The impact of metric learning on feature representation
	The impact of training data volume on model performance

	Discussion
	Conclusion
	Acknowledgements
	References


