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Abstract 

Background Variation in laboratory healthcare data due to seasonal changes is a widely accepted phenomenon. 
Seasonal variation is generally not systematically accounted for in healthcare settings. This study applies a newly 
developed adjustment method for seasonal variation to analyze the effect seasonality has on machine learning model 
classification of diagnoses.

Methods Machine learning methods were trained and tested on ~ 22 million unique records from ~ 575,000 unique 
patients admitted to Danish hospitals. Four machine learning models (adaBoost, decision tree, neural net, and random 
forest) classifying 35 diseases of the circulatory system (ICD-10 diagnosis codes, chapter IX) were run before and after 
seasonal adjustment of 23 laboratory reference intervals (RIs). The effect of the adjustment was benchmarked via its 
contribution to machine learning models trained using hyperparameter optimization and assessed quantitatively 
using performance metrics (AUROC and AUPRC).

Results Seasonally adjusted RIs significantly improved cardiovascular disease classification in 24 of the 35 tested 
cases when using neural net models. Features with the highest average feature importance (via SHAP explainability) 
across all disease models were sex, C- reactive protein, and estimated glomerular filtration. Classification of diseases 
of the vessels, such as thrombotic diseases and other atherosclerotic diseases consistently improved after seasonal 
adjustment.

Conclusions As data volumes increase and data-driven methods are becoming more advanced, it is essential 
to improve data quality at the pre-processing level. This study presents a method that makes it feasible to intro-
duce seasonally adjusted RIs into the clinical research space in any disease domain. Seasonally adjusted RIs gener-
ally improve diagnoses classification and thus, ought to be considered and adjusted for in clinical decision support 
methods.
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Background
Machine learning (ML) models for use in digital medi-
cine have been continuously advancing for years with 
mounting potential to come as technology and data 
collection procedures are enhanced in parallel [1, 2]. 
Increasing electronic health record (EHR) data availabil-
ity and capture represent a vast opportunity to improve 
health care related ML models at the pre-processing 
level for the data they receive. This study investigates if 
ML-based classification of cardiovascular disease (CVD) 
diagnoses improves following seasonal adjustment of lab-
oratory data reference intervals (RIs).

Seasonal patterns within laboratory values as well 
as disease occurrences such as CVD is a widely known 
and accepted phenomenon [3]. However, this knowledge 
regarding seasonal variation is largely unused in clinical 
settings despite the fact that many experts acknowledge 
seasonality’s profound influence on over- and under-
diagnoses [4–6]. These natural fluctuations may result in 
prolonged diagnostic periods and unnecessary medica-
tion use by patients suffering from a misclassification of 
their respective test results. Additionally, current CVD 
models and risk scores, although well established and 
numerous, will notably over or under-estimate risk when 
tested on populations other than those they were devel-
oped on, creating a need for improved pre-processing 
tools to be created for population-specific model devel-
opment [7, 8].

Laboratory test results are routinely classified by stand-
ard reference intervals (RI) as normal or abnormal (95% 
confidence interval band), as defined by national health 
authorities, for example the International Federation for 
Clinical Chemistry [4, 9, 10]. In standard care they gen-
erally do not accommodate for variation in laboratory 
data attributable to seasonal fluctuations; a mainstream 
example being vitamin D which is driven to fluctuate sea-
sonally by sun exposure [11–14]. Other widely known 
seasonally varying laboratory tests include thyroid stimu-
lating hormone (TSH) and vitamin B12, driven by tem-
perature changes and seasonal diet changes respectively 
[15–19]. White blood cells and other immune markers 
also display seasonality shifts due to changes in allergens 
in the environment [5, 13, 20].

CVDs are classified as an epidemic given their ranking 
as the leading cause of death worldwide with 17.9 mil-
lion deaths per year [21]. International calls to action to 
address this public health crisis reference the vast oppor-
tunities available to researchers today that never existed 
before: a major one being the cumulative knowledge 
and data available [22, 23]. While seasonal variations in 
incidence of CVDs are widely known, the underlying 
mechanisms remain unknown but are broadly described 
as a complex interplay between human physiology with 

its environment [3]. Accordingly, it is well-known that 
responses to the environment, such as temperature fluc-
tuations, are reflected in the blood composition and com-
ponents [24]. However, this knowledge has not yet been 
translated into clinical practice, and has never been stud-
ied in a large-scale, data driven study.

In response, this study specifically focuses on optimi-
zation of the ML performance for classification of diag-
noses in the International Classification of Diseases 10th 
revision (ICD-10) code chapter IX: Diseases of the Cir-
culatory system, because the foundational method of this 
study, Muse et al., identified strong correlations between 
ICD-10 classifications and seasonally adjusted labora-
tory values [3, 6, 25–27]. We assessed if four different ML 
models trained to classify hospital admissions according 
to the CVD improved their performance after the modi-
fication to seasonally adjusted RIs. Input features were 
laboratory test results taken within 24 h of admission and 
patient sex. Results from this study ultimately show the 
long term and comprehensive benefits of proper lab data 
cleaning and pre-processing procedures for use in future 
large-scale ML clinical data-based projects.

Methods
Data overview
Population-wide laboratory in-patient data from two 
Danish health regions during years 2012 to 2015 (inclu-
sive) were included in this analysis. The input dataset was 
processed and cleaned systematically by standardizing 
test names to English, normalizing units, and remov-
ing numerical typos such as extra commas or spaces, as 
introduced in Muse et  al. [27] Only data from patients 
aged >  = 20 were included in the study. The RIs for these 
laboratory data were then seasonally adjusted (described 
in detail below), and only tests with a significant season-
ality fit were included as independent variables in the ML 
models.

Patient IDs present in the laboratory dataset were 
then identified in the Danish National Patient Regis-
try (DNPR). Denmark has had continuous record keep-
ing using a person identification system since 1968 and 
it is therefore possible to accurately link patient records 
over time [28, 29]. Admissions linked to the labora-
tory data were used to build training and validation data 
for specific ML prediction tasks. To link records from 
admissions with hospital transfers, hospital encoun-
ters less than 24 h apart were pieced together. For each 
admission we collected all the corresponding laboratory 
values within 24 h after the timestamp of admission. In 
cases of repeated test measurements for the same patient 
within 24  h of admission, only the most abnormal test 
result was included: i.e., + 1 or -1, given that the patient 
would present with symptoms that could be improved by 
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physicians within the 24-h window. Figure  1 details the 
final cohort’s sex and age distributions and Table 1 details 
total record availability.

Seasonal adjustment of laboratory data
Data processing and stratum definition requirements 
were introduced to ensure high quality data retention. An 
individual stratum is defined by unique combinations of 
laboratory test, unit, lab ID, sex, and age group. Unique 
laboratory tests are defined by distinct combinations of 
a test name, and source specimen (i.e., plasma, urine, 
etc.). Examples of different unique tests are Albumin 
– P and Albumin – U, albumin from plasma and urine 
respectively. Age groups were defined as 10-year peri-
ods. For example, one age group included 20-year-olds to 
30-year-olds.

Methods and data processing relating to calculating 
sex and age specific sinusoidal fits were conducted in 
a manner similar to other studies [4, 27]. Data for each 
unique above defined stratum from the four inclusive 
years (2012–2015) was normalized to 0 and corre-
spondingly fit to Eq.  1 as sinusoidal models are good 
at capturing temporal data with one peak and one 
trough. To focus on natural seasonal variation, only 

data in which the patient survived more than 28  days 
was included when adjusting for seasonality trends, as 
to not bias results towards critically ill patient profiles.

Parameter fitting was conducted using a Non-linear 
Least Squares (NLS) algorithm to Eq. 1using R software 
(version 4.0.0) [27]. Laboratory tests stratified by age and 
sex group were classified as having a significant season-
ality shift if their respective parameters, defined by β0 , 
β1 , and θ fit to Eq.  1 with p value < 0.05, FDR corrected 
by parameter, as reported by the NLS R software pack-
age. Parameters “height” ( β0 ) and “amplitude” ( β1 ) were 
bounded to float between -1, and 1, while “offset” ( θ ) was 
bounded between 0 and 52 using the “port” algorithm 
[27, 30]. A new RI was calculated by applying this calcu-
lated seasonality fit to the reported standard RI. This step 
was accomplished by taking the fitted wave function for 
each specific test, age, and sex group and inputting the 
corresponding θ value to calculate the new RI for each 
record. For laboratory tests that did not display signifi-
cant seasonality shifts we maintained the standard RIs 
as defined by health authorities, and accordingly these 
tests are not assessed in this study. The 23 tests that were 
classified as having significant seasonality changes and 
measured in at least 20% of admissions within 24 h of the 
given hospital encounter were included as input features 
for the ML models. The 23 tests are listed in supplemen-
tary Table 1. We acknowledge that inclusion of all other 
data would likely further improve the model, but that is 
not the main goal of this study as we focus on the effect of 
RI adjustment. Each of the included laboratory test meas-
urements were then assigned two features, one if the test 
was abnormal with the original, un-adjusted, RI (termed 
“version 1”), and one if the test was considered abnormal 
after the RI was seasonally adjusted (termed “version 2”).

Selection of chapter IX level 3 ICD‑10 codes
Once the laboratory dataset had been defined and 
adjusted RIs had been introduced, patients were identi-
fied in the in-patient admission data from the DNPR. 
ICD-10 chapter IX codes were collapsed to level 3 
codes (e.g. I21.2 was converted to I21) to better assess 
high level disease trends in the ML model. Accordingly, 
only ICD-10 codes with at least 1,000 unique patients, 
were included. This step resulted in 35 unique level 3 
ICD-10 codes, which are reported and annotated in 
supplementary Table 1. Incidence rates of each diagno-
sis in the studied population is reported in supplemen-
tary Table 2.

(1)y = β0 + β1 ∗ (cos 2 ∗ π ∗
week − θ

52
)

Fig. 1 Sex and age distributions for all included patients at time 
of entry for the study

Table 1 Data availability overview of unique patient, laboratory 
test, and hospital encounter data

Female Total

Unique Patients Available
303, 638 (54%) 561,368 (100%)

Total Records Available
 Laboratory Tests 8,670,978 (51%) 17,137,742 (100%)

 Hospital Encounters 731,820 (51%) 1,421,926 (100%)
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Machine learning model features
The outcomes were defined as the set of primary and 
secondary ICD-10 codes registered at each admission. 
A binary classifier was trained separately for all the 
unique 35 level 3 ICD-10 codes that were selected via 
stratum requirements previously described. Each model 
was trained on sex and the set of 23 laboratory tests, 
where + 1 encoded lab-values above the reference inter-
val, -1 lab-values below the interval, and 0 a lab-value 
within the interval. The reference interval was defined 
depending on the criteria version 1 vs version 2, as previ-
ously defined.

Missing values were imputed with constant value 0 
(representing tests within the reference interval), then 
input values were standardized by subtracting the mean 
and scaling to unit variance. This is the standard prac-
tice for laboratory test imputing in other studies due to 
physician testing protocols in Denmark [27, 31, 32]. The 
dataset was randomly divided into a development and 
test set (70% and 30% of the original data, respectively) 
using the unique patient ID, detailed in Fig. 2. In this way 
admissions of the same patients were labelled with the 
same split. The development set was used in a random 
search optimization, where a maximum of 40 combina-
tions were sampled from the hyperparameter distribu-
tion and fitted using fivefold cross-validation. In order to 
adjust for diseases with low prevalence during training, 
we resampled each batch with balanced numbers of cases 
and controls.

We developed and tested four ML models: ada-
Boost, decision tree, neural net, and random forest [33]. 

Supplementary Table 3 shows which hyperparameter dis-
tributions were used for each model. For each classifier, 
the best model selected using the hyperparameter config-
uration with highest F1 score in the development set was 
used to calculate the final performances on the test set. 
Given the different incidence of the outcomes, classifica-
tion performances were assessed using both area under 
precision recall (AUPRC) and area under receiver opera-
tor characteristic (AUROC), reported in detail in supple-
mentary Table 4. Confidence intervals were constructed 
using 1,000 bootstrap samples and differences in AUROC 
and AUPRC were calculated by pairing boot samples (the 
same admissions were included in the same boot by set-
ting the same random seed for both versions) [34]. These 
distributions of differences per model were then assessed 
for significant changes using the accelerated bootstrap 
method (10,000 boots, bcaboot package in R), adjusting 
for potential bias in the samples [35]. Reported median 
net changes ( ±) between versions 1 and 2 were consid-
ered significant if the reported 95% CI from this method 
did not include 0.

For each neural net ICD-10 model we calculated the 
features’ contribution approximating the SHapley Addi-
tive exPlanation (SHAP) values by iterating through 
permutations of the input. Among the ML models, the 
neural net was chosen to be investigated in further detail 
for this study because the total net gain for the sea-
sonal model across all disease codes was highest (14%). 
The one-way ANOVA test was used to compare the 
distributions of the SHAP values associated to the dif-
ferent values of a given laboratory test. Multiple testing 

Fig. 2 Attrition diagram detailing data preprocessing steps. The final data set is also summarized in Fig. 1
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correction was performed using the Bonferroni method, 
after which features were deemed significant if the p 
value was still below 0.05. Mean absolute SHAP values 
for all neural net models are reported in supplementary 
Table 5. Analyses were performed using Python v3.9.13 
(package scikit learn v1.0.2 for model development and 
validation) [33, 29].

Results
Cohort overview
Processing requirements, as described in Methods, nar-
rowed the available data set to 17,137,742 unique records, 
1,421,926 admissions, 561,368 unique patients, 23 unique 
laboratory tests, and 35 level 3 ICD-10 codes for test-
ing in the proposed ML models (detailed in Figs.  1 and 
2, Table  1, and supplementary Table  1). This reduction 
in data was needed to specifically capture the effect sea-
sonal adjustment has on ML model prediction, as a test 
case for more disease specific models that would still use 
the entirety of the laboratory dataset. Chapter IX ICD-10 
level 3 codes were only considered if they were assigned 
during an admission where at least one of the included 
laboratory tests was measured.

As seen in Fig.  1, sexes are generally equally repre-
sented apart from ages 20–40 where there are propor-
tionally more women than men in the dataset. This trend 
is expected as the population represents women being 
admitted for pregnancy related events. For ages 50–79, 
males and females were equally represented, whereas 
patients > 80  years were dominated by females consist-
ent with the fact that life expectancy for females is longer 
than that of males (Fig. 1).

ML performance metric results
Figure  3a displays the results of the neural net AUROC 
performances metric with seasonal adjustment (supple-
mentary Fig.  1 shows the results for the non-seasonally 
adjusted version). The figure demonstrates that season-
ally adjusted RI models (version 2) improved ML-based 
CVD classification. Overall, 92 of the 140 studied experi-
ments were classified with significantly better accuracy 
(based on AUROC improvements) after seasonal adjust-
ment across the four models; for neural net models spe-
cifically, 24 of 35 meet this threshold. While some of 
these gains at the disease level can be quite small (< 0.1%), 
the total net gain across the neural net models resulted in 

Fig. 3 (a) AUROC performance metric values for the version 2 neural net model. Dots indicate the median AUROC values and associated lines 
show the corresponding 95% CIs. The symbol (*) indicates that the version 2 model performed significantly better than the version 1 model (with 
respect to accelerated bootstrap gains 95% CIs) and the symbol (•) indicates that the models performed the same statistically; no symbol indicates 
the model performed significantly worse (with respect to accelerated bootstrap gains 95% CIs). (b) Heatmap of net AUROC gains (version 2—
version 1) across all available ICD-10 chapter IX codes for the four ML models assessed in this study. Clustering along the Y-axis was performed using 
hclust algorithm in R. The scale was bounded between + 2% and -2% to enable easier viewing, although net gains can be higher or lower, as listed 
in supplementary Table 4. Non-significant gains/ losses (95% CI accelerated bootstrap gains didn’t include 0) were changed to “0” before performing 
the clustering and are therefore represented as white. All corresponding values are also included in supplementary Table 4
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a + 14% improvement, followed by random forest: + 7.8%, 
decision tree: + 1.2%, and adaBoost: -5.9%.

Figure  3b compares the net AUROC gains across the 
four ML models and the models generally captured simi-
lar trends. For 18 of the codes, all four models had the 
same or improved AUROC performance, whereas there 
are disagreements across the four models for 14 codes. 
Stroke, not specified as hemorrhage or infarction (I64), 
essential (primary) hypertension (I10), atrioventricular 
and left bundle-branch block (I44), pulmonary embolism 
(I26), heart failure (I50), and atrial fibrillation and flutter 
(I48) are examples of diagnoses with consistent positive 
net gains across the four models. In contrast, acute and 
subacute endocarditis (I33) was the only diagnoses with 
a consistent negative net gain across the four different 
models. Random forest demonstrated the largest varia-
tion in net AUROC gains ranging from – 8% to + 9%.

Classification of diseases of the vessels, such as arte-
rial embolism and thrombosis (I74), stroke, not speci-
fied as hemorrhage or infarction (I64), other peripheral 

vascular diseases (I73), atherosclerosis (I70), acute myo-
cardial infarction (I21), and aortic aneurysm and dissec-
tion (I71) consistently improved for seasonally adjusted 
RIs (Fig.  3b). Interestingly, the classification of essential 
hypertension (I10) improved following seasonal adjust-
ment whereas the classification of secondary hyperten-
sion (I15), generally did not (Fig.  3b). This is consistent 
with the fact that essential hypertension (I10) is a major 
lifestyle disease and thus would be expected to co-vary 
with seasonal trends, while secondary hypertension is 
caused by other diseases, and therefore not likely to be 
seasonally driven.

Feature analyses by SHAP
Since total net gains for were highest for the neural net 
across all disease codes, we further characterized the 
model results using SHAP values by plotting the mean 
of the absolute SHAP values for the 23 laboratory tests 
and sex features against the 35 diagnoses in Fig.  4. The 
feature category “sex” serves as a positive control since 

Fig. 4 Heatmap of scaled SHAP values by ICD-10 chapter IX code for the version 2 neural net model. The value of each cell is calculated 
as the mean of the absolute SHAP values across all admissions. Values are scaled by ICD-10 code and can therefore be compared empirically 
as a ranking across ICD-10 codes where red indicates highest feature importance to the model, and blue indicates lowest feature importance 
to model. All absolute mean SHAP values for versions 1 and 2 neural nets are reported in supplementary Table 5
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the diagnoses with high absolute mean SHAP values have 
known differences in prevalence among sexes. Some key 
examples include angina pectoris (I20), cerebral infarc-
tion (I63), and pulmonary embolism (I26). Interestingly, 
the trends for C-reactive protein (CRP) and leukocytes 
(both markers of infection and inflammation) did not 
display similar trend: the feature contribution of CRP 
was generally high and the feature contribution for leu-
kocytes was generally low (Fig. 4). After sex, CRP, eGFR 
and hemoglobin demonstrated the net greatest model 
attribution on the left. Interestingly, these three tests are 
also among the most used lab tests. And generally, mark-
ers of inflammation had a high model attribution. The 
signals for electrolytes were less consistent, as SHAP 
values for potassium were generally negative and equally 
positive and negative for sodium. Moreover, SHAP val-
ues for ALAT and free calcium were considerably high in 
classification of chronic ischemic heart disease (I25) and 
hypertensive disease (I11) whereas the mean absolute 
SHAP value of these two input features were low for the 
remaining 33 diagnoses.

Figure 5 displays the feature contribution (quantified by 
SHAP values) of the four different features with the high-
est overall importance for each of the 35 ICD-10 codes 
for version 1 (upper panel) and version 2 (lower panel) 
highlighted in Fig. 4. Figure 5a served as a positive con-
trol case as the feature inputs never changed (i.e., sex 
input values did not change between versions 1 and 2). 
While some contributions increased or decreased, the 
directionality of the contribution was the same for all 
ICD-10 codes, as expected. Overall, similar trends were 
observed when comparing the SHAP values for versions 
1 and version 2 indicating that feature contributions 
were independent of seasonal adjustment, with notable 
exceptions. There were only few cases with no statisti-
cally significant difference between SHAP values for dif-
ferent values of the input feature (indicated by the gray 
bands). Generally, values below reference range for eGFR 
had positive feature contributions (Fig. 5c). Values above 
reference range for CRP had high feature importance 
while the opposite was generally seen for values within 
reference range (Fig. 5b). For several diagnoses, however, 
there were differing trends. For example, for pulmonary 
embolism (I26) SHAP values for eGFR had no significant 
feature contribution in version 1, whereas there were 

significant differences in SHAP contributions for eGFR 
values in version 2.

Discussion
In this study, we present the first application of a method 
for studying the impact of seasonal variation of labora-
tory test results on CVD diagnoses classifier models. We 
developed four ML models based on 1,421,926 hospital 
encounters from 561,368 unique patients and found that 
the AUROC metrics for diagnostic classification sig-
nificantly improved for 24 of 35 CVD diagnostic codes 
for the model with the best overall performance. While 
this study focuses on diseases of the circulatory system, 
there are endless applications to other disease domains 
related to well-known seasonally effected laboratory val-
ues such as vitamin D, vitamin B12, TSH, and a multitude 
of immune parameters in addition to areas where these 
relations are yet to be discovered [11, 16, 19, 20].

Overall, the four ML models displayed similar results 
although there was some variation. Heart failure was 
one of the many diagnoses where the classification per-
formance generally improved after seasonally corrected 
RIs. Thus, this study adds a possible mechanistic insight 
into the fact that there is a “winter peak” in the occur-
rence of heart failure [36]. However, net gains for acute 
and subacute endocarditis (I33) were consistently less 
than zero. This finding is consistent with previous studies 
that report a lack of seasonality occurrence in endocardi-
tis [37]. This further highlights the complexity of seasonal 
adjustment in disease classification modeling and sup-
ports the argument that development of new methods 
within this domain are necessary, as has been similarly 
called for in other studies involving biological modeling 
[38].

We chose to develop four distinct ML models, to assess 
the robustness of the value of data integration based 
on such models. To this end, we argue that the overall 
results with model improvement across the board in over 
half of the cases underline the potential of acknowledging 
seasonal variation in clinical laboratory data. For exam-
ple, we found that markers of inflammation generally 
had high model attribution, whereas electrolytes gener-
ally had lower model attribution (Fig. 4). In fact, we argue 
that our observations explain some of the seasonal vari-
ation that have been cemented in observational studies 

Fig. 5 (a‑c) Plot of SHAP values as estimate of feature contribution by ICD-10 chapter IX code for the versions 1 and version 2 Neural Net model 
for the three most important features across all of the ICD-10 codes. ICD-10 codes are sorted by absolute mean SHAP value, i.e., from left to right 
the contribution of the laboratory test increases. Shaded bands indicate there was no significant contribution difference for the given level 3 ICD-10 
code/ model version (p value < 0.05, Bonferroni corrected). Supplementary Table 5 reports all mean absolute SHAP values for Neural Net version 1 
and 2 models

(See figure on next page.)
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Fig. 5 (See legend on previous page.)
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and add evidence to existing theories regarding seasonal-
ity in disease prevalence [36, 39, 32, 34]. Yet, we are aware 
that the exact mechanisms are far from understood and 
that other factors not reflected by the laboratory data 
ought to be considered.

The results highlighted in Fig.  5a proved to be an 
important positive control result for this study because 
the direction of contribution stayed consistent for all 
disease codes across versions 1 and 2. More importantly, 
we see that in most cases being male increases feature 
importance which is consistent with the well-known fact 
that males are at higher risk for developing CVD. Fig-
ure  4 solidifies this fact since sex is identified as one of 
the higher-ranking features for most ICD-10 codes, and 
the highest being I21: acute myocardial infarction.

Taken together, we have explored the potential ML per-
formance gains available to researchers with improved 
data pre-processing steps, specifically non-pathological 
seasonality shifts in laboratory test results caused by 
natural weather and dietary shifts throughout the year. 
While other studies have confirmed the diagnostic error 
potential that exists due to seasonality induced variation, 
none have studied these seasonal shifts comprehensively. 
Our results serve as a proof-of-principle that seasonal 
shifts in laboratory data do in fact impact diagnostics and 
thus ought to be considered – at least in the Danish set-
ting. We argue that these findings are of value because 
the clinical manifestation of these diseases are prone to 
correlate with external factors, usually characterized by 
an inherent periodicity.

Future studies using an adjustment method such as 
the one presented here, are expected to have even better 
performance gains since the model can be fit to disease 
specific diagnostic windows and exploit other non-lin-
ear correlations. This study made use of a more generic 
24-h window to investigate trends at a high level. Some 
diseases can take days, weeks, or months to diagnose 
in which case their corresponding performance metric 
gains would not be seen in this study. Future models can 
also investigate disease trajectories, prognostics or even 
mortality risk assessment, instead of the simpler disease 
classification ML model presented here. In addition, this 
study only highlighted performance gains for seasonally 
adjusted data, and thus future studies will use all available 
data (i.e., seasonally adjusted RI tests as well as standard 
RI tests) to optimize ML performance.

Conclusions
In sum, this study succeeds in demonstrating that ML-
based classification of CVDs models could benefit from 
seasonally-relevant data pre-processing steps in future 
EHR-based studies. While physicians may better under-
stand the nuances and seasonal variation in their patient’s 

laboratory results, current computational based models 
rarely adjust for such naturally occurring trends and drift. 
With growing access to large patient cohort data, pre-
processing tools such as the one presented in the study 
could be a key factor to the next generation of diagnos-
tic classification models both for CVD and many other 
diseases.

Abbreviations
CRP  C-Reactive Protein
CVD  Cardiovascular Disease
DNPR  Danish National Patient Registry
EHR  Electronic Health Record
ICD  International Statistical Classification of Diseases
IFCC  International Federation of Clinical Chemistry;
ML  Machine Learning
NLS  Non-linear least-squares
RI  Reference Interval
TSH  Thyroid Stimulating Hormone

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1186/ s12911- 024- 02467-6.

Supplementary Material 1.  

Acknowledgements
We would like the thank the Novo Nordisk Foundation and the Danish Innova-
tion fund for their funding support of this project.

Data access approval
This study has been approved by The Danish Data Protection Agency (ref: 
514–0255/18–3000, 514–0254/18–3000, SUND-2016–50), The Danish Health 
Data Authority (ref: FSEID-00003724 and FSEID-00003092) and The Danish 
Patient Safety Authority (3–3013-1731/1/). The study has been approved as a 
registry study where patient consent is not needed in Denmark.

Authors’ contributions
VM, DP, and SB conceived and designed the original study idea. VM and 
DP developed and performed the analyses. VM, DP, and AH interpreted the 
results, developed the visualizations, and drafted the manuscript. SB aided in 
editing and proofing the final article.

Funding
Open access funding provided by Copenhagen University This research 
was supported by the Novo Nordisk Foundation (NNF14CC0001 and 
NNF17OC0027594) as well as the Danish Innovation Fund (5184-00102B) for 
providing funding for the study. V. Muse is the recipient of a fellowship from 
the Novo Nordisk Foundation as part of the Copenhagen Bioscience Ph.D. 
Program, supported through grant NNF19SA0035440.

Availability of data and materials
The data that support the findings of this study are not publicly available as 
they contain person sensitive information. To obtain access to data, the study 
needs to be approved by the Danish authorities including the Danish Data 
Protection Agency (www. datat ilsyn et. dk) All studies should be conducted in 
compliance with The Danish Act on Processing of Personal Data and all other 
applicable laws and regulations. This paper does not report original code.

Declarations

Ethics approval and consent to participate
The need for informed consent was waived by the Danish Patient Safety 
Authority (3–3013-1731 and 3– 3013–1723). The study was approved as a 

https://doi.org/10.1186/s12911-024-02467-6
https://doi.org/10.1186/s12911-024-02467-6
http://www.datatilsynet.dk


Page 10 of 11Muse et al. BMC Medical Informatics and Decision Making           (2024) 24:62 

registry study where consent and ethical approval is not needed by Danish 
law. All studies were carried out in accordance with relevant guidelines and 
regulations; please see the data access approval section for further approval 
information.

Consent for publication
Not Applicable.

Competing interests
SB reports ownerships in Intomics A/S, Hoba Therapeutics Aps, Novo Nordisk 
A/S, Lundbeck A/S, ALK abello A/S and managing board memberships in 
Proscion A/S and Intomics A/S. All other authors of this manuscript have no 
conflicts of interests (financial or non-financial) to disclose.

Author details
1 Novo Nordisk Foundation Center for Protein Research, Faculty of Health 
and Medical Sciences, University of Copenhagen, 2200 Copenhagen, 
Denmark. 2 Copenhagen University Hospital, Rigshospitalet, Blegdamsvej 9, 
2200 Copenhagen, Denmark. 

Received: 28 March 2023   Accepted: 26 February 2024

References
 1. MacEachern SJ, Forkert ND. Machine learning for precision medicine. 

Genome. 2021;64:416–25. https:// doi. org/ 10. 1139/ gen- 2020- 0131.
 2. Goecks J, Jalili V, Heiser LM, Gray JW. How Machine Learning Will Trans-

form Biomedicine. Cell. 2020;181:92–101. https:// doi. org/ 10. 1016/j. cell. 
2020. 03. 022.

 3. Stewart S, Keates AK, Redfern A, McMurray JJV. Seasonal variations in 
cardiovascular disease. Nat Rev Cardiol. 2017;14:654–64. https:// doi. org/ 
10. 1038/ nrcar dio. 2017. 76.

 4. Wang, D., Cheng, X., Yu, S., Qiu, L., Lian, X., Guo, X., Hu, Y., Lu, S., Yang, G., 
and Liu, H. (2018). Data mining: Seasonal and temperature fluctuations in 
thyroid-stimulating hormone. Clin. Biochem. 60. https:// doi. org/ 10. 1016/j. 
clinb iochem. 2018. 08. 008.

 5. Guinsburg, A.M., Usvyat, L.A., Etter, M., Xu, X., Thijssen, S., Marcelli, D., 
Canaud, B., Marelli, C., Barth, C., Wang, Y., et al. (2015). Seasonal variations 
in mortality and clinical indicators in international hemodialysis popula-
tions from the MONDO registry. BMC Nephrol. 16. https:// doi. org/ 10. 
1186/ s12882- 015- 0129-y.

 6. Marti-Soler, H., Gonseth, S., Gubelmann, C., Stringhini, S., Bovet, P., Chen, 
P.-C., Wojtyniak, B., Paccaud, F., Tsai, D.-H., Zdrojewski, T., et al. (2014). 
Seasonal Variation of Overall and Cardiovascular Mortality: A Study in 19 
Countries from Different Geographic Locations. PLoS ONE 9. https:// doi. 
org/ 10. 1371/ journ al. pone. 01135 00.

 7. Sofogianni A, Stalikas N, Antza C, Tziomalos K. Cardiovascular Risk Predic-
tion Models and Scores in the Era of Personalized Medicine. J Pers Med. 
2022;12:1180. https:// doi. org/ 10. 3390/ jpm12 071180.

 8. Damen, J.A.A.G., Hooft, L., Schuit, E., Debray, T.P.A., Collins, G.S., Tzoulaki, I., 
Lassale, C.M., Siontis, G.C.M., Chiocchia, V., Roberts, C., et al. (2016). Predic-
tion models for cardiovascular disease risk in the general population: 
systematic review. BMJ, i2416. https:// doi. org/ 10. 1136/ bmj. i2416.

 9. Özçürümez, M.K., and Haeckel, R. (2018). Biological variables influencing 
the estimation of reference limits. Scand. J. Clin. Lab. Invest. 78. https:// 
doi. org/ 10. 1080/ 00365 513. 2018. 14716 17.

 10. Solberg HE. The IFCC recommendation on estimation of reference inter-
vals. The RefVal program. Clin Chem Lab Med. 2004;42:710–4. https:// doi. 
org/ 10. 1515/ CCLM. 2004. 121.

 11. Kasahara, A.K., Singh, R.J., and Noymer, A. (2013). Vitamin D (25OHD) 
Serum Seasonality in the United States. PLoS ONE 8. https:// doi. org/ 10. 
1371/ journ al. pone. 00657 85.

 12. Wang, H., Chen, W., Li, D., Yin, X., Zhang, X., Olsen, N., and Zheng, S.G. 
(2017). Vitamin D and Chronic Diseases. Aging Dis. 8, 346. https:// doi. org/ 
10. 14336/ AD. 2016. 1021.

 13. Khoo, A.-L., Chai, L.Y.A., Koenen, H.J.P.M., Sweep, F.C.G.J., Joosten, I., Netea, 
M.G., and Ven, A.J.A.M. van der (2011). Regulation of cytokine responses 

by seasonality of vitamin D status in healthy individuals. Clin. Exp. Immu-
nol. 164. https:// doi. org/ 10. 1111/j. 1365- 2249. 2010. 04315.x.

 14. Jorgensen, J.M., Crespo‐Bellido, M., and Dewey, K.G. (2019). Variation in 
hemoglobin across the life cycle and between males and females. Ann. 
N. Y. Acad. Sci., nyas.14096. https:// doi. org/ 10. 1111/ nyas. 14096.

 15. Clerico, A., Trenti, T., Aloe, R., Dittadi, R., Rizzardi, S., Migliardi, M., Musa, 
R., Dipalo, M., Prontera, C., Masotti, S., et al. (2018). A multicenter study 
for the evaluation of the reference interval for TSH in Italy (ELAS TSH 
Italian Study). Clin. Chem. Lab. Med. CCLM 57. https:// doi. org/ 10. 1515/ 
cclm- 2018- 0541.

 16. Maes, M., Mommen, K., Hendrickx, D., Peeters, D., D’Hondt, P., Ranjan, R., 
Meyer, F.D., and Scharpe, S. (1997). Components of biological variation, 
including seasonality, in blood concentrations of TSH, TT3, FT4, PRL, 
cortisol and testosterone in healthy volunteers. Clin. Endocrinol. (Oxf.) 46. 
https:// doi. org/ 10. 1046/j. 1365- 2265. 1997. 18810 02.x.

 17. Coiro, V., Volpi, R., Marchesi, C., Ferri, A.D., d’Amato, L., Caffari, G., Davolio, 
M., Rossi, E., Caffarra, P., and Chiodera, P. (1994). Lack of seasonal variation 
in abnormal TSH secretion in patients with seasonal affective disorder. 
Biol. Psychiatry 35. https:// doi. org/ 10. 1016/ 0006- 3223(94) 91165-7.

 18. Barchetta, I., Baroni, M.G., Leonetti, F., Bernardinis, M.D., Bertoccini, L., 
Fontana, M., Mazzei, E., Fraioli, A., and Cavallo, M.G. (2015). TSH levels are 
associated with vitamin D status and seasonality in an adult popula-
tion of euthyroid adults. Clin. Exp. Med. 15. https:// doi. org/ 10. 1007/ 
s10238- 014- 0290-9.

 19. Lucock, M., Thota, R., Garg, M., Martin, C., Jones, P., Furst, J., Yates, Z., 
Jablonski, N.G., Chaplin, G., Veysey, M., et al. (2018). Vitamin D and folate: 
A reciprocal environmental association based on seasonality and genetic 
disposition. Am. J. Hum. Biol. 30. https:// doi. org/ 10. 1002/ ajhb. 23166.

 20. Wyse, C., O’Malley, G., Coogan, A.N., McConkey, S., and Smith, D.J. (2021). 
Seasonal and daytime variation in multiple immune parameters in 
humans: Evidence from 329,261 participants of the UK Biobank cohort. 
iScience 24. https:// doi. org/ 10. 1016/j. isci. 2021. 102255.

 21. World Health Organization Cardiovascular diseases. https:// www. who. int/ 
health- topics/ cardi ovasc ular- disea ses# tab= tab_1.

 22. National Forum for Heart Disease and Stroke Prevention. The Public 
Health Action Plan to Prevent Heart Disease and Stroke: Ten-Year Update. 
https:// www. natio nalfo rum. org/ wp- conte nt/ uploa ds/ 2018/ 04/ Action- 
Plan- Ten- Year- Update- April- 2014. pdf.

 23. Public Health England. Cardiovascular disease prevention: action plan. 
https:// www. gov. uk/ gover nment/ publi catio ns/ cardi ovasc ular- disea se- 
preve ntion- action- plan.

 24. Liu B, Taioli E. Seasonal Variations of Complete Blood Count and Inflam-
matory Biomarkers in the US Population - Analysis of NHANES Data. PLoS 
ONE. 2015;10:e0142382. https:// doi. org/ 10. 1371/ journ al. pone. 01423 82.

 25. Izzo, J.L., Larrabee, P.S., Sander, E., and Lillis, L.M. (1990). Hemodynamics of 
Seasonal Adaptation. Am. J. Hypertens. 3. https:// doi. org/ 10. 1093/ ajh/3. 5. 
405.

 26. Han, M.-H., Yi, H.-J., Kim, Y.-S., and Kim, Y.-S. (2015). Effect of Seasonal 
and Monthly Variation in Weather and Air Pollution Factors on Stroke 
Incidence in Seoul, Korea. Stroke 46. https:// doi. org/ 10. 1161/ STROK EAHA. 
114. 007950.

 27. Muse, V.P., Aguayo-Orozco, A., Balaganeshan, S.B., and Brunak, S. (2023). 
Population-wide analysis of hospital laboratory tests to assess seasonal 
variation and temporal reference interval modification. Patterns. 100778. 
https:// doi. org/ 10. 1016/j. patter. 2023. 100778.

 28. Lynge E, Sandegaard JL, Rebolj M. The Danish National Patient Register. 
Scand J Public Health. 2011;39:30–3. https:// doi. org/ 10. 1177/ 14034 94811 
401482.

 29. Schmidt, M., Schmidt, S.A.J., Sandegaard, J.L., Ehrenstein, V., Pedersen, L., 
and Sørensen, H.T. (2015). The Danish National Patient Registry: a review 
of content, data quality, and research potential. Clin. Epidemiol. 449. 
https:// doi. org/ 10. 2147/ CLEP. S91125.

 30. Baty, F., Ritz, C., Charles, S., Brutsche, M., Flandrois, J.-P., and Delignette-
Muller, M.-L. (2015). A Toolbox for Nonlinear Regression in R : The Package 
nlstools. J. Stat. Softw. 66. https:// doi. org/ 10. 18637/ jss. v066. i05.

 31. Davis K. The Danish health system through an American lens. Health 
Policy. 2002;59:119–32. https:// doi. org/ 10. 1016/ S0168- 8510(01) 00202-0.

 32. Haue, A.D., Holm, P.C., Banasik, K., Lundgaard, A.T., Muse, V.P., Röder, T., 
Westergaard, D., Chmura, P.J., Christensen, A.H., Weeke, P.E., et al. (2023). 
Subgrouping multimorbid patients with ischemic heart disease by 
means of unsupervised clustering: A cohort study of 72,249 patients 

https://doi.org/10.1139/gen-2020-0131
https://doi.org/10.1016/j.cell.2020.03.022
https://doi.org/10.1016/j.cell.2020.03.022
https://doi.org/10.1038/nrcardio.2017.76
https://doi.org/10.1038/nrcardio.2017.76
https://doi.org/10.1016/j.clinbiochem.2018.08.008
https://doi.org/10.1016/j.clinbiochem.2018.08.008
https://doi.org/10.1186/s12882-015-0129-y
https://doi.org/10.1186/s12882-015-0129-y
https://doi.org/10.1371/journal.pone.0113500
https://doi.org/10.1371/journal.pone.0113500
https://doi.org/10.3390/jpm12071180
https://doi.org/10.1136/bmj.i2416
https://doi.org/10.1080/00365513.2018.1471617
https://doi.org/10.1080/00365513.2018.1471617
https://doi.org/10.1515/CCLM.2004.121
https://doi.org/10.1515/CCLM.2004.121
https://doi.org/10.1371/journal.pone.0065785
https://doi.org/10.1371/journal.pone.0065785
https://doi.org/10.14336/AD.2016.1021
https://doi.org/10.14336/AD.2016.1021
https://doi.org/10.1111/j.1365-2249.2010.04315.x
https://doi.org/10.1111/nyas.14096
https://doi.org/10.1515/cclm-2018-0541
https://doi.org/10.1515/cclm-2018-0541
https://doi.org/10.1046/j.1365-2265.1997.1881002.x
https://doi.org/10.1016/0006-3223(94)91165-7
https://doi.org/10.1007/s10238-014-0290-9
https://doi.org/10.1007/s10238-014-0290-9
https://doi.org/10.1002/ajhb.23166
https://doi.org/10.1016/j.isci.2021.102255
https://www.who.int/health-topics/cardiovascular-diseases#tab=tab_1
https://www.who.int/health-topics/cardiovascular-diseases#tab=tab_1
https://www.nationalforum.org/wp-content/uploads/2018/04/Action-Plan-Ten-Year-Update-April-2014.pdf
https://www.nationalforum.org/wp-content/uploads/2018/04/Action-Plan-Ten-Year-Update-April-2014.pdf
https://www.gov.uk/government/publications/cardiovascular-disease-prevention-action-plan
https://www.gov.uk/government/publications/cardiovascular-disease-prevention-action-plan
https://doi.org/10.1371/journal.pone.0142382
https://doi.org/10.1093/ajh/3.5.405
https://doi.org/10.1093/ajh/3.5.405
https://doi.org/10.1161/STROKEAHA.114.007950
https://doi.org/10.1161/STROKEAHA.114.007950
https://doi.org/10.1016/j.patter.2023.100778
https://doi.org/10.1177/1403494811401482
https://doi.org/10.1177/1403494811401482
https://doi.org/10.2147/CLEP.S91125
https://doi.org/10.18637/jss.v066.i05
https://doi.org/10.1016/S0168-8510(01)00202-0


Page 11 of 11Muse et al. BMC Medical Informatics and Decision Making           (2024) 24:62  

defined comprehensively by diagnoses prior to presentation (Cardiovas-
cular Medicine) https:// doi. org/ 10. 1101/ 2023. 03. 31. 23288 006.

 33. Pedregosa F, Varaquaux G, Gramfort A, Michel V, Thirion B, ... others. Scikit-
learn: Machine Learning in Python. J Mach Learn Res. 2011;12:2825–30.

 34. Lundberg SM, Lee S-I. A Unified Approach to Interpreting Model Predic-
tions. In: Guyon I, Luxburg UV, Bengio S, Wallach H, Fergus R, Vishwana-
than S, Garnett R, editors. Advances in Neural Information Processing 
Systems 30. Curran Associates, Inc. 2017. p. 4765–4774.

 35. Efron B, Narasimhan B. The Automatic Construction of Bootstrap Confi-
dence Intervals. J Comput Graph Stat. 2020;29:608–19. https:// doi. org/ 10. 
1080/ 10618 600. 2020. 17146 33.

 36. Stewart, S., Moholdt, T.T., Burrell, L.M., Sliwa, K., Mocumbi, A.O., McMurray, 
J.J., Keates, A.K., and Hawley, J.A. (2019). Winter Peaks in Heart Failure: An 
Inevitable or Preventable Consequence of Seasonal Vulnerability? Card. 
Fail. Rev. 5:83–85. https:// doi. org/ 10. 15420/ cfr. 2018. 40.2.

 37. Skajaa N, Horváth-Puhó E, Adelborg K, Bøtker HE, Rothman KR, Sørensen 
HT. Lack of seasonality in occurrence of pericarditis, myocarditis, and 
endocarditis. Ann Epidemiol. 2019;37:77–80. https:// doi. org/ 10. 1016/j. 
annep idem. 2019. 07. 005.

 38. Zhao, B.-W., Wang, L., Hu, P.-W., Wong, L., Su, X.-R., Wang, B.-Q., You, Z.-H., 
and Hu, L. (2023). Fusing Higher and Lower-order Biological Information 
for Drug Repositioning via Graph Representation Learning. IEEE Trans. 
Emerg. Top. Comput. 1–14. https:// doi. org/ 10. 1109/ TETC. 2023. 32399 49.

 39. Ashur C, Norton E, Farhat L, Conlon A, Willer C, Froehlich JB, Pinsky DJ, Kim 
KM, Fukuhara S, Deeb MG, et al. Higher admission rates and in-hospital 
mortality for acute type A aortic dissection during Influenza season: a 
single center experience. Sci Rep. 2020;10:4723. https:// doi. org/ 10. 1038/ 
s41598- 020- 61717-5.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

https://doi.org/10.1101/2023.03.31.23288006
https://doi.org/10.1080/10618600.2020.1714633
https://doi.org/10.1080/10618600.2020.1714633
https://doi.org/10.15420/cfr.2018.40.2
https://doi.org/10.1016/j.annepidem.2019.07.005
https://doi.org/10.1016/j.annepidem.2019.07.005
https://doi.org/10.1109/TETC.2023.3239949
https://doi.org/10.1038/s41598-020-61717-5
https://doi.org/10.1038/s41598-020-61717-5

	Seasonally adjusted laboratory reference intervals to improve the performance of machine learning models for classification of cardiovascular diseases
	Abstract 
	Background 
	Methods 
	Results 
	Conclusions 

	Background
	Methods
	Data overview
	Seasonal adjustment of laboratory data
	Selection of chapter IX level 3 ICD-10 codes
	Machine learning model features

	Results
	Cohort overview
	ML performance metric results
	Feature analyses by SHAP

	Discussion
	Conclusions
	Acknowledgements
	References


